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Fig. 8. ξ(r, µ) averaged over 0.1 < µ < 0.5, 0.5 < µ < 0.8 and
0.8 < µ < 1. The curves give fits (section 5) to the data imposing
concordance ΛCDM cosmology. The BAO peak is most clearly
present in the data for µ > 0.8.

where Pℓ is the ℓ-Legendre polynomial. We ignore the small
and poorly determined ℓ = 4 term. This fit is performed using
a simple χ2 minimization with the nominal variance (equation
12) and ignoring the correlations between bins. This approach
makes the fit slightly sub-optimal. (Later, we will correctly take
into account correlations between r-bins of the monopole and
quadrupole.) We also exclude from this fit the portion µ < 0.1
to avoid residual biases due to correlated sky subtraction across
quasars; this has a negligible impact on the fits and, at any rate,
there is little BAO signal at low µ.

Figure 9 displays the monopole and quadrupole signals
found by the two methods. The two methods are slightly offset
from one another, but the peak structure is very similar. Figure
9 also shows the combination ξ0 + 0.1ξ2 which, because of the
small monopole-quadrupole anti-correlation (section 4.1), is a
better-determined quantity. The peak structure seen in figure 8 is
also present in these figures.

Because of the continuum estimation procedure (sections
3.1 and 3.2), we can expect that the monopole and quadrupole
shown in figure 9 are deformedwith respect to the true monopole
and quadrupole. The most important difference is that the mea-
sured monopole is negative for 60 h−1Mpc < r < 100 h−1Mpc
while the true ΛCDM monopole remains positive for all r <
130 h−1Mpc. The origin of the deformation in the continuum es-
timate is demonstrated in appendix A where both the true and es-
timated continuum can be used to derive the correlation function
(figure A.1). As expected, the deformation is a slowly varying
function of r so neither the position of the BAO peak nor its am-
plitude above the slowly varying part of the correlation function
are significantly affected.

4.1. Covariance of the monopole and quadrupole

In order to determine the significance of the peak we must es-
timate the covariance matrix of the monopole and quadrupole.
If the fluctuations δi in equation (3) in different pixels were
uncorrelated, the variance of ξA would simply be the weighted
products of the fluctuation variances. This yields a result that is
∼ 30% smaller than the true correlation variance that we com-
pute below. The reason is, of course, that the δ-pairs are corre-
lated, either from LSS or from correlations induced by instru-
mental effects or continuum subtraction; this effect reduces the
effective number of pairs and introduces correlations between
(r, µ) bins.

Rather than determine the full covariance matrix for ξ(r, µ),
we determined directly the covariance matrix for ξ0(r) and ξ2(r)
by standard techniques of dividing the full quasar sample into
subsamples according to position on the sky. In particular we
used the sub-sampling technique described below. We also tried
a bootstrap technique (e.g. Efron & Gong, 1983) consisting of
substituting the entire set of N subdivisions of the data by N
of these subdivisions chosen at random (with replacement) to
obtain a “bootstrap” sample. The covariances are then measured
from the ensemble of bootstrap samples. Both techniques give
consistent results.

The adopted covariance matrix for the monopole and
quadrupole uses the sub-sampling technique. We divide the data
into angular sectors and calculate a correlation function in each
sector. Pairs of pixels belonging to different sectors contribute
only to the sector of the pixel with lower right ascension. We
investigated two different divisions of the sky data: defining 800
(contiguous but disjoint) sectors of similar solid angle, and tak-
ing the plates as defining the sectors (this latter version does not
lead to disjoint sectors). The two ways of dividing the data lead
to similar covariance matrices.

Each sector s in each division of the data provides a mea-
surement of ξs(r, µ) that can be used to derive a monopole and
quadrupole, ξℓs(r), (ℓ = 0, 2). The covariance of the whole BOSS
sample can then be estimated from the weighted and rescaled co-
variances for each sector:

√

W(r)W(r′)Cov[ξ̂ℓ(r), ξ̂ℓ′ (r′)]
=

〈√

Ws(r)Ws(r′)
[

ξ̂ℓs(r)ξ̂ℓ′s(r′) − ξℓ(r)ξℓ′ (r′)
] 〉

. (18)
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Fig. 4. Example of a BOSS quasar spectrum of redshift 2.91
The red and blue lines cover the forest region used here, 104.0 <
�rf < 120.0. This region is sandwiched between the quasar’s
Ly� and Ly↵ emission lines at 400.9 and 475.4 nm The blue
(green) line is the C2 (C3) continuum model, Cq(�), and the red
line is the C1 model of the product of the continuum and the
mean absorption, Cq(�)F̄(z). (See text.)

available DR9 spectra (Lee et al., 2013). Unlike the other two
methods, it does not assume a universal spectral form. Instead,
for each spectrum, it fits a variable amplitude PCA template to
the part redward of the Ly↵ wavelength. The predicted spectrum
in the forest region is then renormalized so that the mean forest
flux matches the mean forest flux at the corresponding redshift.

All three methods use data in the forest region to determine
the continuum and therefore necessarily introduce distortions in
the flux transmission field and its correlation function (Slosar et
al., 2011). Fortunately, these distortions are not expected to shift
the BAO peak position, and this expectation is confirmed in the
mock spectra.

4.2. Weights

We chose the weights wi j so as to approximately minimize the
relative error on ⇠̂A estimated with Eq. (3). The weights should
obviously favor low-noise pixels and take into account the red-
shift dependence of the pixel correlations, ⇠i j(z) / (1+ zi)�/2(1+
z j)�/2, with � ⇠ 3.8 (McDonald et al., 2006). Following Busca et
al. (2013), we used

wi j /
(1 + zi)�/2(1 + z j)�/2

⇠2ii⇠
2
j j

, (6)

where ⇠ii is assumed to have noise and LSS contributions:

⇠2ii =
�2

pipeline,i

⌘(zi)
+ �2

LSS(zi) and zi = �i/�Ly↵ � 1 . (7)

Here �2
pipeline,i is the pipeline estimate of the noise-variance of

pixel i multiplied by (CiF̄i)2, and ⌘ is a factor that corrects for a
possibly inaccurate estimate of the variance by the pipeline. The
two functions ⌘(z) and �2

LSS(z) are determined by measuring the
variance of �i in bins of �2

pipeline,i and redshift.

Fig. 5. The measured correlation functions (continuum C2) in
three angular regions: µ > 0.8 (top), 0.8 > µ > 0.5 (mid-
dle), and 0.5 > µ > 0. (bottom), where µ is the central value
of r
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Introduction
Abstract We propose a method to generate modified initial conditions (ICs) in high-
resolution simulations of galaxy formation in a cosmological context. Building on the
Hoffman-Ribak algorithm, we start from a reference simulation with fully random initial
conditions, then make controlled changes to specific properties of a single halo (such as its mass
and merger history). The algorithm makes minimal changes to other properties of the halo
and its environment, allowing us to isolate the impact of a given modification.
Constrained realisations The initial density contrast field of a cosmological simulation, ~�,
is a realisation of a Gaussian random field with covariance C0 = h(~��~µ0)†(~��~µ0)i and mean
h~�i = ~µ0. Imposing a constraint – expressed by a constraint vector ~� · ~↵ = d with d 2 C – is
equivalent to multiplying the original probability distribution by a penalty function, leading
to a new probability density with different mean and covariance. Several such constraints
can be applied in succession, and the constrained property can be anything linearly related to

the density contrast, including angular momentum. Refer to Roth, Pontzen & Peiris (2015)

for full details and derivations.

Modifying halos Our approach differs from previous studies because we directly mod-
ify the halo. For this we select the halo particles identified by a Friends-of-friends (FoF)
algorithm at z = 0, and trace them back into the initial conditions. We then modify this
proto-halo by constraining the overdensity of its particles, and run the simulation again until
z = 0. This new simulation can then be directly compared to the result of the reference run.

Results: Density constraints
We demonstrate our technique by constraining a halo’s collapse time (given by the slope of
its mass accretion history, see Wechsler et al. 2002). For this, we keep the density averaged
over all halo particles the same, but enhance or decrease the density of the 10% of particles
in the innermost region in the proto-halo (top figure). While the total mass at z = 0 remains
unchanged, the halo assembly and its density profile differ significantly (bottom figure).
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Left panel: The density of the reference ICs (black circles) and modified H40-MH-2 ICs (red crosses) for a collapse
constraint where the density of the 10% innermost particles is increased by a factor of 2. The slice is 5 kpc wide
in the y- and z-coordinates, to give an impression of the 3D structure. Each symbol corresponds to a single par-
ticle/initial grid point. The constrained density field maintains the complicated (sub-)structure that was present
in the reference run. Right panels: The same two ICs as a 2D projection in the x � y-plane. Only those particles
that form each halo at z = 0 are shown here; it is these particles that are used for generating the constraint in our
algorithm. The higher central density is clearly visible in the constrained case (upper panel).
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Left panel: Mass accretion history for an early (red solid) and late collapse (blue dashed) constraint, expressed by
the FoF mass (all particles assigned by the halo finder). The black solid line with points shows the same halo in the
reference run; each point is one snapshot, illustrating the time resolution of our simulations. Right panel: Density
profile of the reference halo (black dot-dashed) and the early (blue dashed) and late (red solid) constrained runs at
z = 0. The leftmost arrow indicates the softening length of the simulation, and the other arrows indicate the virial
radius of each halo. Inset panels: density projection (x� y-plane) of the resulting halos at z = 0. All panels show a
region 2.5 Mpc across, include only the FoF group particles, and use the same colour scale for the column density.
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Results: Halo concentration
The change in density profile from the collapse constraint
can be expressed by the concentration parameter c = r200

rs
,

where r200 is the virial radius and rs is the scale radius in
the NFW density profile. The collapse time is defined by fit-
ting an exponential to the mass accretion history. These two
quantities have been shown to correlate, albeit with signifi-
cant scatter (e. g. Wechsler et al. 2002). We show the results
of constraining three different halos (identified by their halo
finder ID), and where they fall on this correlation.

Family 24
Family 37
Family 40

Ref simulation population

All points use r200,crit

Above: Concentration-collapse time relation of three constrained halo
families (halos 24, 37 and 40). The solid coloured lines show fits to each
halo family individually and the black dashed line shows a fit to all halos
together. The grey band show the average scatter of this relation obtained
from a large sample of halos from the reference run, consistent with other
studies (e. g. Wechsler et al. 2002). Understanding the origin of the
different slopes for each halo family can provide physical insight into this
empirical scaling relation.

Results: Constraint probability
A naive choice of constraints can easily result in extreme
configurations which are very unlikely to occur within the
Hubble volume of the real universe. We can compare the
unconstrained and constrained fields with respect to the
unmodified ⇤CDM covariance matrix C0 by evaluating the
change in �2, defined as

��2 = ~�†nC
�1
0

~�n � ~�†0C
�1
0

~�0, (1)

where ~�n is a field with n constraints. This constrained field
has a relative abundance in the universe of e���2/2 com-
pared to the original, unconstrained field ~�0.

Family 24
Family 37
Family 40

Above: The relationship between ��

2 and the initial overdensity for
three different halo families. Lines show the theoretical prediction from
Eq. (1), whereas points give the actual change measured from the IC
generator output, confirming that the algorithm is operating as expected.
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Ionisation fluctuations dominate the  
Lyman-alpha forest power spectrum on the 
largest scales. Thermal fluctuations will also 
be important.

Effects on BAO small and correctable;  
but “non-BAO” cosmology needs astrophysical 
effects to be understood and marginalised


