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which was derived from N-body simulations assuming the WMAP
third-year results (Macciò, Dutton & van den Bosch 2008), with
the additional redshift dependence based on the simulation result of
Duffy et al. (2008).

While the virial mass is a physically motivated definition of the
halo mass, one can define halo masses using arbitrary values of
overdensities. Specifically, one can use the spherical overdensity
mass M! defined by the mass contained within a radius r! inside
of which the mean interior density is ! times the critical density5

M! = 4π

3
!ρcr(z)r3

! = 4πρsr
3
s mnfw(c!), (6)

where

c! ≡ r!

rs
= 1

rs

[
3M!

4π!ρcr(z)

]1/3

. (7)

In this paper, we also consider a triaxial halo model of Jing &
Suto (2002) to investigate the effect of the halo triaxiality. In this
model, the density profile given by equation (1) is modified as

ρtri(r) = ρcd

(R/R0)(1 + R/R0)2
, (8)

R2 ≡ c2
(

x2

a2
+ y2

b2
+ z2

c2

)
(a ≤ b ≤ c). (9)

Jing & Suto (2002) derived the probability distribution of axis ratios
a/c and b/c for haloes with a given mass and redshift from large
N-body simulations. The lensing properties of the triaxial halo
model were derived in Oguri, Lee & Suto (2003) and Oguri & Kee-
ton (2004), including projections of triaxial haloes along arbitrary
directions, which we adopt in this paper. We study the effect of the
halo triaxiality on the properties of weak lensing selected clusters
using the semi-analytic approach developed by Oguri & Blandford
(2009). In this method, we generate a catalogue of haloes according
to the mass function as well as axis ratio distributions of Jing & Suto
(2002), and project each halo along a random direction to compute
the lensing properties. This allows us to generate a mock catalogue
of weak lensing selected clusters based on the triaxial halo model.

2.2 Basics of weak lensing cluster finding

Here we summarize equations for weak lensing cluster finding
which are directly relevant to the following analyses. For more
detailed descriptions see Schneider (1996), Bartelmann, King &
Schneider (2001), Hamana et al. (2004), Hennawi & Spergel (2005)
and Maturi et al. (2005).

Let us first define the weak lensing mass map which is the
smoothed lensing convergence field (κ):

K(θ ) =
∫

d2φ κ(φ − θ )U (|φ|), (10)

where U is the filter function to be specified below. The same
quantity is obtained from the shear data by

K(θ ) =
∫

d2φ γt(φ : θ )Q(|φ|), (11)

where γt(φ : θ ) is the tangential component of the shear at position
φ relative to the point θ , and Q relates to U by

Q(θ ) =
∫ θ

0
dθ ′ θ ′U (θ ′) − U (θ ). (12)

5 Some authors adopt a different definition in which the ! is specified
relative to the average background density ρ̄m(z). Our ! is &m(z) times
theirs.

We consider Q with a finite extent; in this case, one finds

U (θ ) = 2
∫ θo

θ

dθ ′ Q(θ ′)
θ ′ − Q(θ ), (13)

where θo is the outer boundary of the filter. Note that this is equiva-
lent to set U a finite compensated filter; that is,

∫ θo dθ θ U (θ ) = 0
and U(θ ) = 0 for θ > θo.

The basic idea of weak lensing cluster finding is to first construct a
weak lensing mass map by applying equation (11) to shear data, then
to search for high peaks in the map which are plausible candidates
of massive clusters. The root mean square (rms) noise coming from
intrinsic ellipticity of galaxies (which we call the galaxy shape
noise) is evaluated by (Schneider 1996)

σ 2
shape = σ 2

e

2ng

∫ θo

0
dθ θ Q2(θ ), (14)

where σe is the rms value of intrinsic ellipticity of galaxies and ng

is the number density of galaxies. Throughout this paper, we take
σe = 0.4 and ng = 30 arcmin−2, which resembles the shape noise
expected for the Hyper Suprime-Cam survey. The signal-to-noise
ratio (S/N) of the weak lensing map is defined by the ratio between
the peak height and σ shape:

ν = K
σshape

. (15)

In this paper, we consider the following three filter functions.
One is the truncated Gaussian (for U),

QG(θ ) = 1
πθ2

[
1 −

(
1 + θ2

θ2
G

)
exp

(
− θ2

θ2
G

)]
, (16)

for θ < θo and QG = 0 elsewhere. We take θG = 1 arcmin, which is
the value also adopted in Hamana et al. (2004), and θo = 15 arcmin.
The other filters have the following functional form, consisting of
the power law with outer exponential cut-off:

QPEXn(θ ) = (θ/θf )n

θ2
f (1 + aθ/θf )(2+n)

exp
(

− θ2

2θ2
e

)
. (17)

We consider two cases: (n, a) = (0, 0.25) and (1, 0.7) which we call
PEX0 and PEX1, respectively. The former mimics the filter function
proposed by Maturi et al. (2005) designed for maximizing the S/N of
weak lensing peak by the NFW halo relative to noises coming from
the galaxy shape and cosmic structures, whereas the latter mimics
the one proposed by Hennawi & Spergel (2005) which has a similar
shape at the outer region but has less power on the inner region
for suppressing the galaxy shape noise. We take θf = 1 arcmin,
θe = 5 arcmin and θo = 15 arcmin for both the cases, which are
chosen so as to maximize the S/N for a cluster at z = 0.3 with Mvir =
1014 h−1 M⊙. Note that the filter scales do not need to be fixed but
in general can be varied to act as a matched filter (e.g. Hennawi &
Spergel 2005; Marian et al. 2010). In this paper, we do not vary the
filter scales because it is beyond the scope of this paper. The shapes
of the filter functions are plotted in the top two panels of Fig. 1.

The weak lensing peak height for the NFW halo is computed by

KNFW = 2π

∫
dφ φ κNFW(φ)U (φ), (18)

where κNFW is the convergence profile from the NFW halo for which
we take the smoothly truncated NFW profile (see Baltz, Marshall
& Oguri 2009; Oguri & Hamana 2011 for analytic expressions).
It is seen from the bottom panels of Fig. 1 that the most of the
contribution to KNFW comes from the matter within the scale radius
or from shear data on scales θs < θ < θvir. We denote the S/N
expected from the NFW halo by νNFW = KNFW/σshape. The expected
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which was derived from N-body simulations assuming the WMAP
third-year results (Macciò, Dutton & van den Bosch 2008), with
the additional redshift dependence based on the simulation result of
Duffy et al. (2008).
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In this paper, we also consider a triaxial halo model of Jing &
Suto (2002) to investigate the effect of the halo triaxiality. In this
model, the density profile given by equation (1) is modified as
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Jing & Suto (2002) derived the probability distribution of axis ratios
a/c and b/c for haloes with a given mass and redshift from large
N-body simulations. The lensing properties of the triaxial halo
model were derived in Oguri, Lee & Suto (2003) and Oguri & Kee-
ton (2004), including projections of triaxial haloes along arbitrary
directions, which we adopt in this paper. We study the effect of the
halo triaxiality on the properties of weak lensing selected clusters
using the semi-analytic approach developed by Oguri & Blandford
(2009). In this method, we generate a catalogue of haloes according
to the mass function as well as axis ratio distributions of Jing & Suto
(2002), and project each halo along a random direction to compute
the lensing properties. This allows us to generate a mock catalogue
of weak lensing selected clusters based on the triaxial halo model.
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which are directly relevant to the following analyses. For more
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where θo is the outer boundary of the filter. Note that this is equiva-
lent to set U a finite compensated filter; that is,

∫ θo dθ θ U (θ ) = 0
and U(θ ) = 0 for θ > θo.
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weak lensing mass map by applying equation (11) to shear data, then
to search for high peaks in the map which are plausible candidates
of massive clusters. The root mean square (rms) noise coming from
intrinsic ellipticity of galaxies (which we call the galaxy shape
noise) is evaluated by (Schneider 1996)

σ 2
shape = σ 2

e

2ng

∫ θo

0
dθ θ Q2(θ ), (14)

where σe is the rms value of intrinsic ellipticity of galaxies and ng

is the number density of galaxies. Throughout this paper, we take
σe = 0.4 and ng = 30 arcmin−2, which resembles the shape noise
expected for the Hyper Suprime-Cam survey. The signal-to-noise
ratio (S/N) of the weak lensing map is defined by the ratio between
the peak height and σ shape:

ν = K
σshape

. (15)

In this paper, we consider the following three filter functions.
One is the truncated Gaussian (for U),

QG(θ ) = 1
πθ2

[
1 −

(
1 + θ2

θ2
G

)
exp

(
− θ2

θ2
G

)]
, (16)

for θ < θo and QG = 0 elsewhere. We take θG = 1 arcmin, which is
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The other filters have the following functional form, consisting of
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shape at the outer region but has less power on the inner region
for suppressing the galaxy shape noise. We take θf = 1 arcmin,
θe = 5 arcmin and θo = 15 arcmin for both the cases, which are
chosen so as to maximize the S/N for a cluster at z = 0.3 with Mvir =
1014 h−1 M⊙. Note that the filter scales do not need to be fixed but
in general can be varied to act as a matched filter (e.g. Hennawi &
Spergel 2005; Marian et al. 2010). In this paper, we do not vary the
filter scales because it is beyond the scope of this paper. The shapes
of the filter functions are plotted in the top two panels of Fig. 1.
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Searching for peaks in matched filtered weak lensing mass map
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where the asterisk designates a stellar value; Psm is the smear
polarizability tensor and is mostly diagonal (Kaiser et al. 1995).
(P!1

sm e)
" is evaluated using stars in the field of view and modeled

as fifth-degree bipolynomial function of position. Equation (2)
then applies this for the galaxy images. This correction is car-
ried out independently on each pointing. We further justify this
correction procedure in the Appendix.

2.5.2. Shear Estimate

The shear induced by gravitational lensing, g, is diluted by
atmospheric seeing. Luppino & Kaiser (1997) developed a pre-
scription to convert the observed ellipticities to a ‘‘pre-seeing
shear’’ as

g ¼ (P!)
!1e0; ð3Þ

where P! is the pre-seeing shear polarizability tensor, defined as

P! ¼ Psh ! Psm(P
"
sm)

!1P"
sh: ð4Þ

Psh is the shear polarizability tensor defined in Kaiser et al.
(1995), and P"

sh is the stellar shear polarizability tensor.
Note that (the inverse of ) P! represents the degree of dilution.

Since Psh and Psm are mostly diagonal, we replace the tensors
in Equation (4) with their trace and evaluate P! as a scalar. The
average value, hP!i, over all galaxies (23 < RC < 26) of each
pointing is shown in Figure 5b. hP!i decreases slightly as the
seeing worsens, but the change is not very large (0.4 to 0.3).
This is because we only select larger galaxies compared with the
seeing size. Thus, the dilution factor is 30%Y40% regardless of
the seeing. In the meantime, we compare the first component
of galaxy ellipticities, e1, of Suprime-Cam and Hubble Space
Telescope (HST ) Advanced Camera for Surveys (ACS) images
taken in the COSMOS field; the result is shown in Figure 6.

The ellipticities observed by Suprime-Cam are in fact diluted
by 36% compared with those of ACS, which is consistent with
Figure 5b.
To calculate P! as a function of position, we employed a

‘‘smoothing’’ scheme (Van Waerbeke et al. 2000; Erben et al.
2001; Hamana et al. 2003). We took the median P! for 20 neigh-
boring galaxies on the rg-magnitude plane (where rg is a measure
of object size adopted in the IMCATsuite). In deriving the mean,
the weight w of an individual measure is taken to be

w ¼ 1

"2
! þ #2

; ð5Þ

where "! is the variance of the raw !-values of those 20 neigh-
bors, obtained using the raw P!, and # is the variance of all the
galaxies in the catalog ('0.4). In general, the weighted value of
a quantity hAi is calculated as hAi =

P
N
i¼1 wiAi/

P
N
i¼1 wi.

The method we adopt is based on that adopted by Kaiser et al.
(1995). More sophisticated methods have since been developed,
and the variants are summarized by Heymans et al. (2006). In their
notation, ourmethod is very similar to the procedure termed ‘‘LV.’’
Based on the results of the Shear Testing Programme simu-

lation study, Heymans et al. concluded that both the ‘‘KSB+’’
method, modified by Hoekstra et al. (1998), and implementa-
tions of the ‘‘BJ02’’ method (Bernstein & Jarvis 2002) are able
to reconstruct input shears to the few-percent level. To calibrate
ourmethod, we analyzed the simulated data provided byHeymans
et al. (2006). For the model designated ‘‘PSF3,’’ we underestimate
the input shear by 5% for !true = 0.1 and !true = 0.05, whereas for
!true ( 0.01, the difference !obs ! !true is insignificant. An error
of 5% in the recovered shear is competitive with most of the
methods discussed by Heymans et al. ('7% is a typical error). A
5% shear error would induce a similar uncertainty in the mass
estimate for a typical halo. Such an error is considered adequate
for the applications envisaged.

Fig. 5.—(a) Seeing dependence of faint-galaxy (23 < RC < 26) surface den-
sity for all survey pointings except those in the COSMOS field. (b) Pre-seeing
shear polarizability tensor, P! , averaged over the galaxies in each pointing vs. the
seeing. The seeing dependence is satisfactorily small for the adopted selection
threshold.

Fig. 6.—Comparison of the first component of ellipticity, e1, of galaxies
detected in both HST ACS (F814W, 34 minutes) and Suprime-Cam (i 0 band,
20 minutes, 0.5400 seeing) images in part of the COSMOS field (10 arcmin2).
The best-fit slope and the error are also shown.
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seeing worsens, but the change is not very large (0.4 to 0.3).
This is because we only select larger galaxies compared with the
seeing size. Thus, the dilution factor is 30%Y40% regardless of
the seeing. In the meantime, we compare the first component
of galaxy ellipticities, e1, of Suprime-Cam and Hubble Space
Telescope (HST ) Advanced Camera for Surveys (ACS) images
taken in the COSMOS field; the result is shown in Figure 6.

The ellipticities observed by Suprime-Cam are in fact diluted
by 36% compared with those of ACS, which is consistent with
Figure 5b.
To calculate P! as a function of position, we employed a

‘‘smoothing’’ scheme (Van Waerbeke et al. 2000; Erben et al.
2001; Hamana et al. 2003). We took the median P! for 20 neigh-
boring galaxies on the rg-magnitude plane (where rg is a measure
of object size adopted in the IMCATsuite). In deriving the mean,
the weight w of an individual measure is taken to be

w ¼ 1

"2
! þ #2

; ð5Þ

where "! is the variance of the raw !-values of those 20 neigh-
bors, obtained using the raw P!, and # is the variance of all the
galaxies in the catalog ('0.4). In general, the weighted value of
a quantity hAi is calculated as hAi =

P
N
i¼1 wiAi/

P
N
i¼1 wi.

The method we adopt is based on that adopted by Kaiser et al.
(1995). More sophisticated methods have since been developed,
and the variants are summarized by Heymans et al. (2006). In their
notation, ourmethod is very similar to the procedure termed ‘‘LV.’’
Based on the results of the Shear Testing Programme simu-

lation study, Heymans et al. concluded that both the ‘‘KSB+’’
method, modified by Hoekstra et al. (1998), and implementa-
tions of the ‘‘BJ02’’ method (Bernstein & Jarvis 2002) are able
to reconstruct input shears to the few-percent level. To calibrate
ourmethod, we analyzed the simulated data provided byHeymans
et al. (2006). For the model designated ‘‘PSF3,’’ we underestimate
the input shear by 5% for !true = 0.1 and !true = 0.05, whereas for
!true ( 0.01, the difference !obs ! !true is insignificant. An error
of 5% in the recovered shear is competitive with most of the
methods discussed by Heymans et al. ('7% is a typical error). A
5% shear error would induce a similar uncertainty in the mass
estimate for a typical halo. Such an error is considered adequate
for the applications envisaged.

Fig. 5.—(a) Seeing dependence of faint-galaxy (23 < RC < 26) surface den-
sity for all survey pointings except those in the COSMOS field. (b) Pre-seeing
shear polarizability tensor, P! , averaged over the galaxies in each pointing vs. the
seeing. The seeing dependence is satisfactorily small for the adopted selection
threshold.

Fig. 6.—Comparison of the first component of ellipticity, e1, of galaxies
detected in both HST ACS (F814W, 34 minutes) and Suprime-Cam (i 0 band,
20 minutes, 0.5400 seeing) images in part of the COSMOS field (10 arcmin2).
The best-fit slope and the error are also shown.
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is a major goal of our study. In this work, the least significant
spectroscopically identified halo has S/N = 3.69 (XMM-LSS
No. 23). We adopted the threshold of 3.69 for this work so that
all the spectroscopically followed up samples are included in
the table.

We adopted significance maps for the selection of candidates
rather than !-maps. This is because we would like to minimize
contamination by false peaks. However, the effective !-threshold
varies over the field, so we may encounter a ‘‘completeness’’

problem; that is, halos that have a high !-value are lost from
the list. We investigated such omissions in the XMM-LSS
field (Fig. 7), and only one halo is found in this category, with
S/N < 3.69 and ! > ! thres, where ! thres is calculated as ! thres =
3.69 Noiseglobal. The ‘‘Noiseglobal’’ is estimated globally over
the entire XMM-LSS field !-map and is 0.018 here. This halo is
lost because the local noise is as high as 0.022.
In practice, it will be very hard to generate completely uni-

form data sets over the entire field of the survey, because
weather and seeing conditions will vary. We will have to opti-
mize the !thres on a field-by-field basis based on the data quality
of each field. Therefore, our strategy is the following: at first
we collect reliable cluster samples based on the significance,
and then users of the catalog can set their own !-threshold or
mass threshold to carry out their studies. This work represents
the results of the first step. We list the !-values in Table 2 for
reference.
Here we compare the detected halo number density (deg!2)

with the prediction of numerical simulations done by Hamana
et al. (2004), who attempted to reproduce a survey such as ours.
Figure 8 shows the halo density of our 13 survey fields. The
horizontal axis shows the density of faint galaxies ("gal) used for
weak-lensing analysis. The error bars are based only on

ffiffiffiffi
N

p
es-

timates and do not include the effects of cosmic variance. Solid
lines in Figure 8 show the predictions of the simulation for three
different assumed mean redshifts for the background galaxies
(0.8, 1.0, and 1.2, bottom to top).
Although the scatter is large, there is reasonable agreement

between the observations and the prediction. We also see a grad-
ual increase of the observed number density over the "gal range
sampled, as expected. These comparisons validate our observa-
tional procedures. We have, however, two outliers in Figure 8.
These could be caused by cosmic variance or may arise for some
other reason. Further follow-up studies will be important to clar-
ify this issue.

3. CLUSTER IDENTIFICATION AND VERIFICATION

Armed with the shear-selected halo catalog, we now dis-
cuss the tests we have made to verify its reliability, using both

Fig. 8.—Faint galaxy density ("gal) dependence of the number density of
secure halos (S/N > 3.69) in each field. The error bars are based on

ffiffiffiffi
N

p
error

estimates. Solid lines show the predicted halo number density. The galaxy
distribution is taken to be dn/dz = #/(z"![(1 þ $ )/# ])(z/z")$ exp [!(z/z")

#],
where$ = 2.0 and # = 1.5 are adopted. The mean redshift hzi is related to z" by
hzi = z"![(2 þ $ )/# ]/![(1 þ $ )/# ]. Three different values of hzi are assumed,
0.8, 1.0, and 1.2 (solid lines, bottom to top).

Fig. 9.—(a) The !-S/N contour map of the most significant halo in the Lockman Hole field (SL J1057.5þ5759), superposed on an RC-band image taken by Suprime-
Cam. Contours start at S/N = 2 with an interval of 1. Small circles show the positions of galaxies observed by FOCAS with the redshifts obtained. (b) Redshift ‘‘cone
diagram’’ of the observed galaxies. [See the electronic edition of the Journal for a color version of this figure.]
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which was derived from N-body simulations assuming the WMAP
third-year results (Macciò, Dutton & van den Bosch 2008), with
the additional redshift dependence based on the simulation result of
Duffy et al. (2008).

While the virial mass is a physically motivated definition of the
halo mass, one can define halo masses using arbitrary values of
overdensities. Specifically, one can use the spherical overdensity
mass M! defined by the mass contained within a radius r! inside
of which the mean interior density is ! times the critical density5

M! = 4π

3
!ρcr(z)r3

! = 4πρsr
3
s mnfw(c!), (6)

where

c! ≡ r!

rs
= 1

rs

[
3M!

4π!ρcr(z)

]1/3

. (7)

In this paper, we also consider a triaxial halo model of Jing &
Suto (2002) to investigate the effect of the halo triaxiality. In this
model, the density profile given by equation (1) is modified as

ρtri(r) = ρcd

(R/R0)(1 + R/R0)2
, (8)

R2 ≡ c2
(

x2

a2
+ y2

b2
+ z2

c2

)
(a ≤ b ≤ c). (9)

Jing & Suto (2002) derived the probability distribution of axis ratios
a/c and b/c for haloes with a given mass and redshift from large
N-body simulations. The lensing properties of the triaxial halo
model were derived in Oguri, Lee & Suto (2003) and Oguri & Kee-
ton (2004), including projections of triaxial haloes along arbitrary
directions, which we adopt in this paper. We study the effect of the
halo triaxiality on the properties of weak lensing selected clusters
using the semi-analytic approach developed by Oguri & Blandford
(2009). In this method, we generate a catalogue of haloes according
to the mass function as well as axis ratio distributions of Jing & Suto
(2002), and project each halo along a random direction to compute
the lensing properties. This allows us to generate a mock catalogue
of weak lensing selected clusters based on the triaxial halo model.

2.2 Basics of weak lensing cluster finding

Here we summarize equations for weak lensing cluster finding
which are directly relevant to the following analyses. For more
detailed descriptions see Schneider (1996), Bartelmann, King &
Schneider (2001), Hamana et al. (2004), Hennawi & Spergel (2005)
and Maturi et al. (2005).

Let us first define the weak lensing mass map which is the
smoothed lensing convergence field (κ):

K(θ ) =
∫

d2φ κ(φ − θ )U (|φ|), (10)

where U is the filter function to be specified below. The same
quantity is obtained from the shear data by

K(θ ) =
∫

d2φ γt(φ : θ )Q(|φ|), (11)

where γt(φ : θ ) is the tangential component of the shear at position
φ relative to the point θ , and Q relates to U by

Q(θ ) =
∫ θ

0
dθ ′ θ ′U (θ ′) − U (θ ). (12)

5 Some authors adopt a different definition in which the ! is specified
relative to the average background density ρ̄m(z). Our ! is &m(z) times
theirs.

We consider Q with a finite extent; in this case, one finds

U (θ ) = 2
∫ θo

θ

dθ ′ Q(θ ′)
θ ′ − Q(θ ), (13)

where θo is the outer boundary of the filter. Note that this is equiva-
lent to set U a finite compensated filter; that is,

∫ θo dθ θ U (θ ) = 0
and U(θ ) = 0 for θ > θo.

The basic idea of weak lensing cluster finding is to first construct a
weak lensing mass map by applying equation (11) to shear data, then
to search for high peaks in the map which are plausible candidates
of massive clusters. The root mean square (rms) noise coming from
intrinsic ellipticity of galaxies (which we call the galaxy shape
noise) is evaluated by (Schneider 1996)

σ 2
shape = σ 2

e

2ng

∫ θo

0
dθ θ Q2(θ ), (14)

where σe is the rms value of intrinsic ellipticity of galaxies and ng

is the number density of galaxies. Throughout this paper, we take
σe = 0.4 and ng = 30 arcmin−2, which resembles the shape noise
expected for the Hyper Suprime-Cam survey. The signal-to-noise
ratio (S/N) of the weak lensing map is defined by the ratio between
the peak height and σ shape:

ν = K
σshape

. (15)

In this paper, we consider the following three filter functions.
One is the truncated Gaussian (for U),

QG(θ ) = 1
πθ2

[
1 −

(
1 + θ2

θ2
G

)
exp

(
− θ2

θ2
G

)]
, (16)

for θ < θo and QG = 0 elsewhere. We take θG = 1 arcmin, which is
the value also adopted in Hamana et al. (2004), and θo = 15 arcmin.
The other filters have the following functional form, consisting of
the power law with outer exponential cut-off:

QPEXn(θ ) = (θ/θf )n

θ2
f (1 + aθ/θf )(2+n)

exp
(

− θ2

2θ2
e

)
. (17)

We consider two cases: (n, a) = (0, 0.25) and (1, 0.7) which we call
PEX0 and PEX1, respectively. The former mimics the filter function
proposed by Maturi et al. (2005) designed for maximizing the S/N of
weak lensing peak by the NFW halo relative to noises coming from
the galaxy shape and cosmic structures, whereas the latter mimics
the one proposed by Hennawi & Spergel (2005) which has a similar
shape at the outer region but has less power on the inner region
for suppressing the galaxy shape noise. We take θf = 1 arcmin,
θe = 5 arcmin and θo = 15 arcmin for both the cases, which are
chosen so as to maximize the S/N for a cluster at z = 0.3 with Mvir =
1014 h−1 M⊙. Note that the filter scales do not need to be fixed but
in general can be varied to act as a matched filter (e.g. Hennawi &
Spergel 2005; Marian et al. 2010). In this paper, we do not vary the
filter scales because it is beyond the scope of this paper. The shapes
of the filter functions are plotted in the top two panels of Fig. 1.

The weak lensing peak height for the NFW halo is computed by

KNFW = 2π

∫
dφ φ κNFW(φ)U (φ), (18)

where κNFW is the convergence profile from the NFW halo for which
we take the smoothly truncated NFW profile (see Baltz, Marshall
& Oguri 2009; Oguri & Hamana 2011 for analytic expressions).
It is seen from the bottom panels of Fig. 1 that the most of the
contribution to KNFW comes from the matter within the scale radius
or from shear data on scales θs < θ < θvir. We denote the S/N
expected from the NFW halo by νNFW = KNFW/σshape. The expected
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Figure 8. Completeness as a function of the halo mass. From top to bottom
panels, we change the redshift range from lower to higher mean redshifts.
Left-hand panels: different histograms show results for different filters. Blue,
red and black histograms are for the PEX0, PEX1 and Gaussian filters,
respectively. Right-hand panels: the red histogram is for the haloes with
|cos (θ z)| > 0.5, i.e. haloes with major axes aligned with the line-of-sight
direction, whereas the blue histogram is for anti-aligned haloes.

Figure 9. Number counts of weak lensing peaks for three filters from top
to bottom panels. The red and blue histograms are measurements from ray-
tracing simulations with and without the galaxy shape noise, respectively.
The green histogram is the number count of peaks from the pure noise map.
The long-dashed and dashed curves are analytical predictions using the
spherical NFW profile, with and without the shape noise taken into account,
respectively.

Table 1. Summary of the number density (per 1 deg2) of weak lensing mass
peaks (in noise-added K maps) above thresholds.

Filter Npeak(νκ > 4) Npeak(νκ > 5) Npeak(νκ > 6)

PEX0 3.3 0.70 0.22
PEX1 2.7 0.59 0.19
Gauss 2.2 0.53 0.19

specifically about 20 per cent larger than the PEX1 filter, and even
larger difference from the Gaussian filter. This is a natural con-
sequence that the PEX0 filter mimics the optimal filter developed
by Maturi et al. (2005) which is designed for maximizing the S/N
of K from the NFW halo (see Pace et al. 2007 for the test of the
capability of the optimal filter against numerical simulations). To
compute the analytic prediction of the peak counts, we follow the
so-called halo model first developed by Kruse & Schneider (2000)
(see also Bartelmann et al. 2001; Hamana et al. 2004), in which it
is assumed that high peaks are dominated by lensing signals from
single massive haloes. Here we adopt the spherical NFW density
profile for the analytic calculation of the number count because we
include the effect of the halo triaxiality via the halo shape noise as
described below. To take into account the effect of noise, we em-
ploy the approximate approach developed by Hamana et al. (2004)
with some modification. Specifically, we make the following three
assumptions. (1) Very high peaks are neither removed nor generated
by the noise but their peak heights are altered by the noise. (2) The
scatter in peak heights with respect to the corresponding NFW peak
height follows the Gaussian distribution with the standard devia-
tion of σ peak. While in Hamana et al. (2004) only the galaxy shape
noise was taken into account, here we include both the cosmic noise
and the halo shape noise, in addition to the galaxy shape noise. (3)
Within a small range of the peak height (ν), the peak counts can
be approximated by the exponential form npeak(ν) = n∗ exp (pν),
with a constant exponential index of p. Under these assumptions,
the peak counts in the presence of the noises are given by (Hamana
et al. 2004)

nnoisy(ν) ≃ exp
(

f 2p2

2

)
npeak(ν), (23)

where f = σ peak/σ noise. To estimate f , we assume the proportion of
σ shape:σ cosmic:σ halo = 2:1:1. For the case of the Gaussian filter, this
corresponds to σ halo = 0.01 which is a reasonable approximation
for peaks with ν ∼ 5 (see Section 4.1). We take the quadrature
sum of these three components to obtain f ≃ 1.2. The peak counts
computed in this method are presented in Fig. 9. We find that for a
high S/N of ν ! 5 the improved analytic prediction agrees well with
the measurements, whereas for lower S/N the measured counts are
slightly larger than the prediction. A possible origin of the excess
is the false signals which we examine below.

Finally, we examine the purity which we here define by the frac-
tion of peaks which are associated with true haloes among all the
peaks. However, in practice, the purity is not a uniquely defined
quantity because of the following two ambiguities. One is the al-
lowed separation between the peak position and the halo position.
The other is the minimum mass of haloes allowed to be associated
with peaks. We adopt the minimum halo mass of M1000 = 3 × 1013

or 1.5 × 1013 h−1 M⊙ based on the detectability study shown in
Fig. 8. Considering the virial radii of those haloes, we fix the max-
imum separation at 3 arcmin. The results are presented in Fig. 10.
We also plot the probability that a peak is matched with a randomly
distributed halo (with the same number density as the true halo
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Figure 8. Completeness as a function of the halo mass. From top to bottom
panels, we change the redshift range from lower to higher mean redshifts.
Left-hand panels: different histograms show results for different filters. Blue,
red and black histograms are for the PEX0, PEX1 and Gaussian filters,
respectively. Right-hand panels: the red histogram is for the haloes with
|cos (θ z)| > 0.5, i.e. haloes with major axes aligned with the line-of-sight
direction, whereas the blue histogram is for anti-aligned haloes.

Figure 9. Number counts of weak lensing peaks for three filters from top
to bottom panels. The red and blue histograms are measurements from ray-
tracing simulations with and without the galaxy shape noise, respectively.
The green histogram is the number count of peaks from the pure noise map.
The long-dashed and dashed curves are analytical predictions using the
spherical NFW profile, with and without the shape noise taken into account,
respectively.

Table 1. Summary of the number density (per 1 deg2) of weak lensing mass
peaks (in noise-added K maps) above thresholds.

Filter Npeak(νκ > 4) Npeak(νκ > 5) Npeak(νκ > 6)

PEX0 3.3 0.70 0.22
PEX1 2.7 0.59 0.19
Gauss 2.2 0.53 0.19

specifically about 20 per cent larger than the PEX1 filter, and even
larger difference from the Gaussian filter. This is a natural con-
sequence that the PEX0 filter mimics the optimal filter developed
by Maturi et al. (2005) which is designed for maximizing the S/N
of K from the NFW halo (see Pace et al. 2007 for the test of the
capability of the optimal filter against numerical simulations). To
compute the analytic prediction of the peak counts, we follow the
so-called halo model first developed by Kruse & Schneider (2000)
(see also Bartelmann et al. 2001; Hamana et al. 2004), in which it
is assumed that high peaks are dominated by lensing signals from
single massive haloes. Here we adopt the spherical NFW density
profile for the analytic calculation of the number count because we
include the effect of the halo triaxiality via the halo shape noise as
described below. To take into account the effect of noise, we em-
ploy the approximate approach developed by Hamana et al. (2004)
with some modification. Specifically, we make the following three
assumptions. (1) Very high peaks are neither removed nor generated
by the noise but their peak heights are altered by the noise. (2) The
scatter in peak heights with respect to the corresponding NFW peak
height follows the Gaussian distribution with the standard devia-
tion of σ peak. While in Hamana et al. (2004) only the galaxy shape
noise was taken into account, here we include both the cosmic noise
and the halo shape noise, in addition to the galaxy shape noise. (3)
Within a small range of the peak height (ν), the peak counts can
be approximated by the exponential form npeak(ν) = n∗ exp (pν),
with a constant exponential index of p. Under these assumptions,
the peak counts in the presence of the noises are given by (Hamana
et al. 2004)

nnoisy(ν) ≃ exp
(

f 2p2

2

)
npeak(ν), (23)

where f = σ peak/σ noise. To estimate f , we assume the proportion of
σ shape:σ cosmic:σ halo = 2:1:1. For the case of the Gaussian filter, this
corresponds to σ halo = 0.01 which is a reasonable approximation
for peaks with ν ∼ 5 (see Section 4.1). We take the quadrature
sum of these three components to obtain f ≃ 1.2. The peak counts
computed in this method are presented in Fig. 9. We find that for a
high S/N of ν ! 5 the improved analytic prediction agrees well with
the measurements, whereas for lower S/N the measured counts are
slightly larger than the prediction. A possible origin of the excess
is the false signals which we examine below.

Finally, we examine the purity which we here define by the frac-
tion of peaks which are associated with true haloes among all the
peaks. However, in practice, the purity is not a uniquely defined
quantity because of the following two ambiguities. One is the al-
lowed separation between the peak position and the halo position.
The other is the minimum mass of haloes allowed to be associated
with peaks. We adopt the minimum halo mass of M1000 = 3 × 1013

or 1.5 × 1013 h−1 M⊙ based on the detectability study shown in
Fig. 8. Considering the virial radii of those haloes, we fix the max-
imum separation at 3 arcmin. The results are presented in Fig. 10.
We also plot the probability that a peak is matched with a randomly
distributed halo (with the same number density as the true halo
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Figure 10. The purity for the three filters is plotted by lines in different
colours. The dashed histogram is for the noise-free case. The top panel
is for the case where peaks are matched with haloes with M1000 > 3 ×
1013 h−1 M⊙, whereas the bottom panel is for M1000 > 1.5 × 1013 h−1 M⊙.
The horizontal dotted line shows the probability that a peak is matched with
a randomly distributed halo by chance.

catalogue) by chance by the horizontal dotted line, which gives an
estimate of the chance coincidence between peaks and unrelated
haloes. We find that the probability of the chance matching is not
significant for our choice of the minimum masses and the allowed
separation. The purity is not dependent on the choice of the filter,
and is very high (i.e. the false positive rate is very small) for peaks
with ν > 6. However, the purity drops rapidly at lower S/N, and it
becomes about 50 per cent at ν ∼ 4. We argue that this accounts for
the excess in the peak counts over the theoretical prediction found in
Fig. 9. In the same figure, we also plot the purity measured from the
galaxy shape noise-free case. The false positives in this case may
arise from chance projections such as the line-of-sight projection
of small multiple haloes or filamentary structure. As the purity for
the noise-free case is found to be greater than 90 per cent for ν >

4, we conclude that the contamination of such chance projection is
not significant.

5 C OMPA RISON WITH OBSERVATIONS

It is worth checking the results of our mock simulation data against
real observational results. In Fig. 11, we compare the peak counts
measured from the real weak lensing K maps generated from 4 deg2

of Subaru/Suprime-Cam data with results from the mock simula-
tions. A description of the Suprime-Cam data and data analysis
is given in Appendix A. In short, the Suprime-Cam data consist
of four fields with fairly uniform data quality (with respect to the
depth and seeing condition) with the number density of galaxies
used for weak lensing analysis is ng ≃ 27 arcmin−2 and the rms
ellipticity of σ shape = 0.4 which are in a good agreement with the
values adopted in the mock simulations. The mean source redshift
is not known as there is no large spectroscopic/photometric redshift
galaxy catalogue reaching the depth of the data (i′ ∼ 25.5 AB mag),
but the value of ⟨zs⟩ = 1 assumed in the mock simulations is rea-
sonable (see also Oguri et al. 2012). We generated K maps with the

Figure 11. The red histogram shows the number count of peaks measured
from the real weak lensing K maps generated from 4 deg2 of Suprime-Cam
data (see Appendix A for details). Results from the mock simulation of
4-deg2 survey are shown by the black histogram (the average among 200
realizations) with shading (the range enclosing 68 per cent). Note that on the
highest bin, peak counts are zero in most of the realizations and non-zero
counts are measured in a small fraction of realizations; therefore, the average
is non-zero but the 68 per cent enclosing region is not defined.

three filters under consideration, and we searched for peaks in the
K maps. The peaks located within 1 arcmin from the field boundary
were discarded as the regions are likely affected by the partial lack
of data. The total area used for peak finding is 4 deg2. We detect
14, 9 and 7 peaks with ν > 4 for the PEX0, PEX1 and Gaussian
filters, respectively. To measure the peak counts from mock simu-
lations under a similar survey condition, we extracted a contiguous
4-deg2 region from each mock weak lensing realization, and mea-
sured peak counts. We computed the average counts and the range
enclosing 68 per cent of 200 realizations and show in Fig. 11. We
find that (i) peak counts from real data are in a reasonable agreement
with the expectation from mock data and (ii) its dependence on the
filter is similar to that expected from the mock data. Of course this
comparison tests only a limited aspect of the mock simulation, yet
the agreements can be regarded as a piece of evidence that our nu-
merical simulations based on the standard cosmological model and
realistic noise parameters produce reasonably realistic mock data.

6 SUMMARY AND DI SC USSIONS

We have investigated scatter and bias in weak lensing selected clus-
ters, employing both the analytic model description of dark matter
haloes and the numerical mock data of weak lensing cluster surveys
generated with gravitational lensing ray-tracing through a large set
of N-body simulations. We have paid special attention to the effects
of diversity in the dark matter distribution of haloes. Our major
findings are summarized as follows.

(1) We have examined the relationship between the peaks mea-
sured from the noise-free K map and the expected peak values
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Figure 10. The purity for the three filters is plotted by lines in different
colours. The dashed histogram is for the noise-free case. The top panel
is for the case where peaks are matched with haloes with M1000 > 3 ×
1013 h−1 M⊙, whereas the bottom panel is for M1000 > 1.5 × 1013 h−1 M⊙.
The horizontal dotted line shows the probability that a peak is matched with
a randomly distributed halo by chance.

catalogue) by chance by the horizontal dotted line, which gives an
estimate of the chance coincidence between peaks and unrelated
haloes. We find that the probability of the chance matching is not
significant for our choice of the minimum masses and the allowed
separation. The purity is not dependent on the choice of the filter,
and is very high (i.e. the false positive rate is very small) for peaks
with ν > 6. However, the purity drops rapidly at lower S/N, and it
becomes about 50 per cent at ν ∼ 4. We argue that this accounts for
the excess in the peak counts over the theoretical prediction found in
Fig. 9. In the same figure, we also plot the purity measured from the
galaxy shape noise-free case. The false positives in this case may
arise from chance projections such as the line-of-sight projection
of small multiple haloes or filamentary structure. As the purity for
the noise-free case is found to be greater than 90 per cent for ν >

4, we conclude that the contamination of such chance projection is
not significant.

5 C OM PARISON WI TH OB SERVATIONS

It is worth checking the results of our mock simulation data against
real observational results. In Fig. 11, we compare the peak counts
measured from the real weak lensing K maps generated from 4 deg2

of Subaru/Suprime-Cam data with results from the mock simula-
tions. A description of the Suprime-Cam data and data analysis
is given in Appendix A. In short, the Suprime-Cam data consist
of four fields with fairly uniform data quality (with respect to the
depth and seeing condition) with the number density of galaxies
used for weak lensing analysis is ng ≃ 27 arcmin−2 and the rms
ellipticity of σ shape = 0.4 which are in a good agreement with the
values adopted in the mock simulations. The mean source redshift
is not known as there is no large spectroscopic/photometric redshift
galaxy catalogue reaching the depth of the data (i′ ∼ 25.5 AB mag),
but the value of ⟨zs⟩ = 1 assumed in the mock simulations is rea-
sonable (see also Oguri et al. 2012). We generated K maps with the

Figure 11. The red histogram shows the number count of peaks measured
from the real weak lensing K maps generated from 4 deg2 of Suprime-Cam
data (see Appendix A for details). Results from the mock simulation of
4-deg2 survey are shown by the black histogram (the average among 200
realizations) with shading (the range enclosing 68 per cent). Note that on the
highest bin, peak counts are zero in most of the realizations and non-zero
counts are measured in a small fraction of realizations; therefore, the average
is non-zero but the 68 per cent enclosing region is not defined.

three filters under consideration, and we searched for peaks in the
K maps. The peaks located within 1 arcmin from the field boundary
were discarded as the regions are likely affected by the partial lack
of data. The total area used for peak finding is 4 deg2. We detect
14, 9 and 7 peaks with ν > 4 for the PEX0, PEX1 and Gaussian
filters, respectively. To measure the peak counts from mock simu-
lations under a similar survey condition, we extracted a contiguous
4-deg2 region from each mock weak lensing realization, and mea-
sured peak counts. We computed the average counts and the range
enclosing 68 per cent of 200 realizations and show in Fig. 11. We
find that (i) peak counts from real data are in a reasonable agreement
with the expectation from mock data and (ii) its dependence on the
filter is similar to that expected from the mock data. Of course this
comparison tests only a limited aspect of the mock simulation, yet
the agreements can be regarded as a piece of evidence that our nu-
merical simulations based on the standard cosmological model and
realistic noise parameters produce reasonably realistic mock data.

6 SUMMARY AND DISCUSSIONS

We have investigated scatter and bias in weak lensing selected clus-
ters, employing both the analytic model description of dark matter
haloes and the numerical mock data of weak lensing cluster surveys
generated with gravitational lensing ray-tracing through a large set
of N-body simulations. We have paid special attention to the effects
of diversity in the dark matter distribution of haloes. Our major
findings are summarized as follows.

(1) We have examined the relationship between the peaks mea-
sured from the noise-free K map and the expected peak values
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✓ purity (1-contamination)
• ~90% for SN=5
• >98% for SN>6 (due to LOS projections)
• <50% for SN<4
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Figure 8. Completeness as a function of the halo mass. From top to bottom
panels, we change the redshift range from lower to higher mean redshifts.
Left-hand panels: different histograms show results for different filters. Blue,
red and black histograms are for the PEX0, PEX1 and Gaussian filters,
respectively. Right-hand panels: the red histogram is for the haloes with
|cos (θ z)| > 0.5, i.e. haloes with major axes aligned with the line-of-sight
direction, whereas the blue histogram is for anti-aligned haloes.

Figure 9. Number counts of weak lensing peaks for three filters from top
to bottom panels. The red and blue histograms are measurements from ray-
tracing simulations with and without the galaxy shape noise, respectively.
The green histogram is the number count of peaks from the pure noise map.
The long-dashed and dashed curves are analytical predictions using the
spherical NFW profile, with and without the shape noise taken into account,
respectively.

Table 1. Summary of the number density (per 1 deg2) of weak lensing mass
peaks (in noise-added K maps) above thresholds.

Filter Npeak(νκ > 4) Npeak(νκ > 5) Npeak(νκ > 6)

PEX0 3.3 0.70 0.22
PEX1 2.7 0.59 0.19
Gauss 2.2 0.53 0.19

specifically about 20 per cent larger than the PEX1 filter, and even
larger difference from the Gaussian filter. This is a natural con-
sequence that the PEX0 filter mimics the optimal filter developed
by Maturi et al. (2005) which is designed for maximizing the S/N
of K from the NFW halo (see Pace et al. 2007 for the test of the
capability of the optimal filter against numerical simulations). To
compute the analytic prediction of the peak counts, we follow the
so-called halo model first developed by Kruse & Schneider (2000)
(see also Bartelmann et al. 2001; Hamana et al. 2004), in which it
is assumed that high peaks are dominated by lensing signals from
single massive haloes. Here we adopt the spherical NFW density
profile for the analytic calculation of the number count because we
include the effect of the halo triaxiality via the halo shape noise as
described below. To take into account the effect of noise, we em-
ploy the approximate approach developed by Hamana et al. (2004)
with some modification. Specifically, we make the following three
assumptions. (1) Very high peaks are neither removed nor generated
by the noise but their peak heights are altered by the noise. (2) The
scatter in peak heights with respect to the corresponding NFW peak
height follows the Gaussian distribution with the standard devia-
tion of σ peak. While in Hamana et al. (2004) only the galaxy shape
noise was taken into account, here we include both the cosmic noise
and the halo shape noise, in addition to the galaxy shape noise. (3)
Within a small range of the peak height (ν), the peak counts can
be approximated by the exponential form npeak(ν) = n∗ exp (pν),
with a constant exponential index of p. Under these assumptions,
the peak counts in the presence of the noises are given by (Hamana
et al. 2004)

nnoisy(ν) ≃ exp
(

f 2p2

2

)
npeak(ν), (23)

where f = σ peak/σ noise. To estimate f , we assume the proportion of
σ shape:σ cosmic:σ halo = 2:1:1. For the case of the Gaussian filter, this
corresponds to σ halo = 0.01 which is a reasonable approximation
for peaks with ν ∼ 5 (see Section 4.1). We take the quadrature
sum of these three components to obtain f ≃ 1.2. The peak counts
computed in this method are presented in Fig. 9. We find that for a
high S/N of ν ! 5 the improved analytic prediction agrees well with
the measurements, whereas for lower S/N the measured counts are
slightly larger than the prediction. A possible origin of the excess
is the false signals which we examine below.

Finally, we examine the purity which we here define by the frac-
tion of peaks which are associated with true haloes among all the
peaks. However, in practice, the purity is not a uniquely defined
quantity because of the following two ambiguities. One is the al-
lowed separation between the peak position and the halo position.
The other is the minimum mass of haloes allowed to be associated
with peaks. We adopt the minimum halo mass of M1000 = 3 × 1013

or 1.5 × 1013 h−1 M⊙ based on the detectability study shown in
Fig. 8. Considering the virial radii of those haloes, we fix the max-
imum separation at 3 arcmin. The results are presented in Fig. 10.
We also plot the probability that a peak is matched with a randomly
distributed halo (with the same number density as the true halo
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Figure 8. Completeness as a function of the halo mass. From top to bottom
panels, we change the redshift range from lower to higher mean redshifts.
Left-hand panels: different histograms show results for different filters. Blue,
red and black histograms are for the PEX0, PEX1 and Gaussian filters,
respectively. Right-hand panels: the red histogram is for the haloes with
|cos (θ z)| > 0.5, i.e. haloes with major axes aligned with the line-of-sight
direction, whereas the blue histogram is for anti-aligned haloes.

Figure 9. Number counts of weak lensing peaks for three filters from top
to bottom panels. The red and blue histograms are measurements from ray-
tracing simulations with and without the galaxy shape noise, respectively.
The green histogram is the number count of peaks from the pure noise map.
The long-dashed and dashed curves are analytical predictions using the
spherical NFW profile, with and without the shape noise taken into account,
respectively.

Table 1. Summary of the number density (per 1 deg2) of weak lensing mass
peaks (in noise-added K maps) above thresholds.

Filter Npeak(νκ > 4) Npeak(νκ > 5) Npeak(νκ > 6)

PEX0 3.3 0.70 0.22
PEX1 2.7 0.59 0.19
Gauss 2.2 0.53 0.19

specifically about 20 per cent larger than the PEX1 filter, and even
larger difference from the Gaussian filter. This is a natural con-
sequence that the PEX0 filter mimics the optimal filter developed
by Maturi et al. (2005) which is designed for maximizing the S/N
of K from the NFW halo (see Pace et al. 2007 for the test of the
capability of the optimal filter against numerical simulations). To
compute the analytic prediction of the peak counts, we follow the
so-called halo model first developed by Kruse & Schneider (2000)
(see also Bartelmann et al. 2001; Hamana et al. 2004), in which it
is assumed that high peaks are dominated by lensing signals from
single massive haloes. Here we adopt the spherical NFW density
profile for the analytic calculation of the number count because we
include the effect of the halo triaxiality via the halo shape noise as
described below. To take into account the effect of noise, we em-
ploy the approximate approach developed by Hamana et al. (2004)
with some modification. Specifically, we make the following three
assumptions. (1) Very high peaks are neither removed nor generated
by the noise but their peak heights are altered by the noise. (2) The
scatter in peak heights with respect to the corresponding NFW peak
height follows the Gaussian distribution with the standard devia-
tion of σ peak. While in Hamana et al. (2004) only the galaxy shape
noise was taken into account, here we include both the cosmic noise
and the halo shape noise, in addition to the galaxy shape noise. (3)
Within a small range of the peak height (ν), the peak counts can
be approximated by the exponential form npeak(ν) = n∗ exp (pν),
with a constant exponential index of p. Under these assumptions,
the peak counts in the presence of the noises are given by (Hamana
et al. 2004)

nnoisy(ν) ≃ exp
(

f 2p2

2

)
npeak(ν), (23)

where f = σ peak/σ noise. To estimate f , we assume the proportion of
σ shape:σ cosmic:σ halo = 2:1:1. For the case of the Gaussian filter, this
corresponds to σ halo = 0.01 which is a reasonable approximation
for peaks with ν ∼ 5 (see Section 4.1). We take the quadrature
sum of these three components to obtain f ≃ 1.2. The peak counts
computed in this method are presented in Fig. 9. We find that for a
high S/N of ν ! 5 the improved analytic prediction agrees well with
the measurements, whereas for lower S/N the measured counts are
slightly larger than the prediction. A possible origin of the excess
is the false signals which we examine below.

Finally, we examine the purity which we here define by the frac-
tion of peaks which are associated with true haloes among all the
peaks. However, in practice, the purity is not a uniquely defined
quantity because of the following two ambiguities. One is the al-
lowed separation between the peak position and the halo position.
The other is the minimum mass of haloes allowed to be associated
with peaks. We adopt the minimum halo mass of M1000 = 3 × 1013

or 1.5 × 1013 h−1 M⊙ based on the detectability study shown in
Fig. 8. Considering the virial radii of those haloes, we fix the max-
imum separation at 3 arcmin. The results are presented in Fig. 10.
We also plot the probability that a peak is matched with a randomly
distributed halo (with the same number density as the true halo

C⃝ 2012 The Authors, MNRAS 425, 2287–2298
Monthly Notices of the Royal Astronomical Society C⃝ 2012 RAS

 at N
ational A

stronom
ical O

bservatory of Japan on N
ovem

ber 19, 2014
http://m

nras.oxfordjournals.org/
D

ow
nloaded from

 

TH+ (2012)

c(M)

{�m, �8}

Theoretical model of WL cluster counts



Data & Analysis

✓SuprimeCam i-band data from archive
•Texp > 40min (ilim>25.5)
•seeing FWHM < 0.7”
•contiguous region > 2 deg2

✓data reduction → hscPipe developed by Princeton-NAOJ-IPMU
✓object detection → sextractor (22<i<25 AB-mag)
✓shear measurement → lensfit tuned for SuprimeCam data 

area/areaeff

[deg2]
ng / ngeff

[arcmin-2]

XMM-LSS 3.6/2.8 24/21

COSMOS 2.1/1.6 29/26

Lockman-hole 2.1/1.6 26/24

ELAIS-N1 3.6/2.8 25/22

total 11.4/9.0



SN=4.8
z=0.36

SN=5.1
z=0.37

Results COSMOS



SN=7.6
z=0.23

Results
Lockman-hole



ELAIS-N1 SN=6.7
z=0.22

SN=5.2
z=0.37

SN=4.6
z=0.9

SN=5.1
z=0.36

SN=5.3
z=0.25

SN=8.2
z=0.25

SN=5.3
z=0.35

Results



Sample (cosmic & Poisson) variance
•evaluated using mock survey data from full sky ray-tracing sim

V ar(Npeak) � Poisson + CV 2

→

Npeak(SN > 5) = 6± 3.1 in 8.96deg2

Full-sky weak lensing sim. 
by TH, Shirasaki, Takahashi 
(see also Shirasaki+2015)

CV ' 1.9

Results

WMAP-cosmology



M-c relation by Klypin+2011 was assumed

c(M, z) = 9.6
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Hyper SuprimeCam survey
•Hyper SuprimeCam — 1.7deg2 FoV ~ 7xSuprimeCam
•rAB=26mag with 10min exposure

whole M31 in one shot



Hyper SuprimeCam survey

•Good image quality confirmed by engineering data (Miyazaki+TH+2015)

weak lensing mass mapAbell 781 super cluster (z=0.3)



•Japan-Princeton-Taiwan project
•~5 years from 2014
•3 layers

•UltraDeep — 3.5deg2

•Deep         — 27deg2

•Wide     — 1400deg2

Hyper SuprimeCam survey

Wide-field imaging with Hyper Suprime-Cam 25

R.A.

DEC

HSC-D

HSC-D/UD

HSC-W

Galactic Extinction E(B-V)

Figure 11: The location of the HSC-Wide, Deep (D) and Ultradeep (UD) fields on the sky in equatorial coordinates.
A variety of external data sets and the Galactic dust extinction are also shown. The shaded region is the region
accessible from the CMB polarization experiment, ACTPol, in Chile.

Table 10: Survey Fields
Layer Name RA, Dec Area Key Other data

[deg2]
Wide Fall equatorial 22:00≤RA≤02:40 & -1◦≤Dec≤ +7◦ ≃640 ACT(ACTPol), VIPERS, DEEP2,

01:50≤RA≤02:40 & -7◦≤Dec≤-1◦ XMM, UKIDSS, WiggleZ
Spring equatorial 08:30≤RA≤15:00 & -2◦≤Dec≤+5◦ ≃680 ACT(ACTPol), VIKING/KIDS, UKIDSS,

GAMA, Herschel
Northern sky 13:20≤RA≤16:40 & +42.5◦≤Dec≤+44◦ 55 spec-z (HectoMAP: r < 21.3)

Deep XMM-LSS 02:25:00 -04◦30′00′′ 5.3 UKIDSS-DXS(NIR), VIDEO-XMM-LSS(NIR),
VVDS(spec-z), PRIMUS(spec-z)

E-COSMOS 10:00:29 +02◦12′21′′ 7.2 UKIRT/CFHT(NIR), VVDS(spec-z)
ELAIS-N1 16:10:00 +54◦00′00′′ 7.2 UKIDSS-DXS(NIR), LOFAR-Deep(radio)
DEEP2-3 23:30:00 +00◦00′00′′ 7.2 DEEP2(spec-z), PRIMUS(spec-z)

UD SXDS/UKIDSS 02:18:00 -05◦00′00′′ 1.8 UKIDSS-UDS(NIR), SpUDS(MIR), VVDS(spec-z),
CANDELS(HST), PRIMUS(spec-z), UDSz(spec-z)

COSMOS 10:00:29 +02◦12′21′′ 1.8 UltraVISTA(NIR), CANDELS(HST) VVDS(spec-z),
zCOSMOS(spec-z), PRIMUS(spec-z), Spitzera

a We were recently approved for 1250 hours of warm Spitzer time for deep observations of the COSMOS field.

• The fields should be well distributed over a wide range of RA, such that fields are reachable at all
times of the year.
• The fields should overlap other multi-wavelength data sets to maximize scientific potential when com-
bined with the HSC data. The major data sets which offer unique synergy with HSC data are the arcminute-
resolution, high-sensitivity CMB survey by ACT in Chile, and its polarization extension ACTPol, for which
Princeton is playing a major role; X-ray surveys from XMM and eROSITA; near-/mid-infrared imaging
surveys (e.g., VIKING/VIDEO and UKIDSS); and deep spectroscopic surveys (e.g., VIPERS, GAMA,
COSMOS, HectoMAP).
• The Ultradeep regions should be included in the Deep fields, and (with one exception, see below) the

Deep fields should be included in the Wide fields.
• The fields should be low in Galactic dust extinction.

One of our wide fields matches a unique 55 deg2 region, the HectoMAP field, where Kurtz et al. (2012)
are carrying out a spectroscopic survey for galaxies with r < 21.3 with Hectospec, a wide-field multi-object
optical spectrograph, on the 6.5m MMT telescope. We will use the spatially-dense spectroscopic galaxy
catalog to calibrate cluster finding methods for the Wide data.

Although it is not listed in Table 10, we will also obtain broad-band images in grizy for the All-
wavelength Extended Groth Strip (AEGIS) field (RA = 14h17m,Dec = +52◦30′) to the depths of the
Deep layer. The AEGIS data is the largest field with publicly available densely sampled spectroscopic
redshifts down to R < 24.1, including the DEEP2 and DEEP3 spectroscopic samples; this sample is key
for calibrating photometric redshifts. The field can be observed with HSC with a single pointing, thus the



•Japan-Princeton-Taiwan 
•~5 years from 2014
•3 layers

•UltraDeep — 3.5deg2

•Deep         — 27deg2

•Wide     — 1400deg2

•i-band data for lensing 
shape measurement, thus 
good seeing time for it

Hyper SuprimeCam survey
Wide-field imaging with Hyper Suprime-Cam 3

HSC-UD

HSC-D

HSC-Wide

Figure 1: Left: The limiting magnitudes (in r) and solid angles of the HSC-Wide, Deep and Ultradeep (UD) layers,
compared with other existing, on-going, and planned surveys. The three layers are complementary to each other, and
each of the three layers covers a significantly wider area than do other on-going surveys of comparable depth. The
narrow-band components of the Deep and Ultradeep layers are unique; no other project is planning a major survey
to comparable depth. Right: The HSC bandpasses, including the reflectivity of all mirrors, transmission of all optics
and filters, and response of the CCDs, assuming an airmass of 1.1. Both the broad-band and narrow-band filters are
shown. The lower panel shows the spectrum of sky emission lines, demonstrating that the red narrow-band filters lie
in relatively dark regions of the sky spectrum.

figure-of-merit FoM ≡ 1/[σ(wpivot)σ(wa)] ≃ 100.
• To use WL to constrain deviations from General Relativity to a higher precision than the current SDSS
constraint (Reyes, Mandelbaum et al. 2010) by a factor of 4.
• To study SDSS-like volumes of galaxies in a series of redshift slices observed through broad- and narrow-
band filters to carefully-tuned depths, in order to understand the properties and evolution of galaxies from
z ∼ 7 to today, as well as to constrain the physics of cosmic reionization at high redshift, z ≃ 5 − 7.

To achieve these scientific goals, we propose a ‘wedding-cake’ survey with three layers:
• The Wide layer will cover 1400 deg2 and will be done in five broad-bands, g, r, i, z, and y, to a depth
of r ≃ 26, and to similar depths in the other bands. This is designed to characterize the z < 2 galaxy
population, and to measure WL shear as a function of redshift and spatial scale.
• The Deep layer will cover 27 deg2 in four carefully selected fields distributed over a range of right

ascensions (RA). It will go a magnitude deeper than the Wide layer in the broad-bands, and will also
use three narrow-band filters to look for Lyman-α emitters (LAEs) at z = 2.2, 5.7, and 6.6 to study their
evolution and the topology of cosmic reionization. Its multiple repeat exposures will enable powerful testing
and mitigation of systematic lensing errors.
• The Ultradeep (UD) layer will image two fields (3.5 deg2) in both the five broad-band filters and three
narrow-band filters, going a magnitude fainter still, to discover ∼ 6000 LAEs at z = 5.7 and 6.6, several
tens of LAEs at z = 7.3, and about 120 Type Ia supernovae to z ∼ 1.4.

The left panel of Figure 1 shows that these three layers are complementary to each other and are significantly
more powerful than are the previous, competitive on-going, and upcoming surveys. Combining the three
layers allows us to cover a broad range of science topics spanning a wide range of length scales and redshifts.
We need about 200 nights in total (including overheads and assuming that 30% of nights will have poor
weather) to carry out the Wide layer, and 100 nights for the Deep and Ultradeep layers. Table 1 summarizes
the survey parameters and main science drivers for each layer.

Our two scientific themes, cosmology and galaxy evolution, are intimately tied together, which is why
we tackle both under a single survey program. Using WL for cosmology requires detailed knowledge of the
photometric properties of galaxies, including their intrinsic shapes and spectral energy distributions in order



prospect for HSC survey in 2015 (>200deg2)
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Summary & Future prospects 

1.weak lensing cluster finding in11deg2 SuprimeCam i-band data
•6 peaks with SN>5 (in clean area)

•all the peaks having optical/Xray counter-part
•First constraints on M-c & cosmological parameters from 
WL cluster counts, though the constraints are very broad
•c0 consistent with LCDM simulations

2.prospect for HSC survey
•>200deg2 by end of 2015

➡~100 WL clusters (sample variance ~10%)
➡may place useful constraints

✓more accurate theoretical model may be needed

see Shirasaki’s poster for comprehensive study on future prospects


