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‣ A multi-component formulation

‣ Dynamical equations (in Fourier space)

 Self gravitating fluids  

convolution is 
implicit

‣ Explicit results will be given here for a single-component pressureless fluid
‣ detailed effects of baryons versus DM can be taken into account (Somogyi & Smith 2010; 
FB, Van de Rijt, Vernizzi '12) with a 4-component multiplet
‣ Same structure also for non-interacting relativistic particles (neutrinos) with multiple flow 
description (Dupuy and FB, ’14, ’15) 
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One case of particular interest is for n = 3, the bispectrum, which is usually denoted by
B(k
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). Note that it depends on 2 wave modes only, and it depends on 3 independent
variables characterizing the triangle formed by the 3 wave modes (for instance 2 lengths and 1
angle).

4.4 Moment and cumulant generating functions

It is convenient to define a function from which all moments can be generated, namely the
moment generating function. It can be defined2 for any number of random variables. Here we
give its definition for the local density field. It is defined by
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The moments can obviously obtained by subsequent derivatives of this function at the origin
t = 0. A cumulant generating function can similarly be defined by
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A fundamental result is that the cumulant generating function is given by the logarithm of the
moment generation function (see e.g. appendix D in Binney et al. (1992) for a proof)

M(t) = exp[C(t)]. (74)

In case of a Gaussian probability distribution function, this is straightforward to check since
hexp(t�)i = exp(�2t2/2).

5 The nonlinear equations

5.1 A field representation of the nonlinear motion equations

We now move to a full representation of the equations of motion, including the nonlinear terms
that have been neglected so far. For that it is more convenient to go into the Fourier modes.
More specifically we have,
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Plugging these expressions and taking the Fourier transform of these terms, one eventually gets,
(Bernardeau et al. 2002)
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2It is to be noted however that the existence of moments – which itself is not guaranteed for any stochastic
process – does not ensure the existence of their generating function as the series defined in (72) can have a
vanishing converging radius. Such a case is encountered for a lognormal distribution for instance and it implies
that the moments of such a stochastic process do not uniquely define the probability distribution function, see
Stoyanov (1987) for instance for details.
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‣ Diagrammatic representation

Pαβ (k) =
k

Ψα(1)(k) Ψβ(1)(k)

Pα'β' (k,η0) 

Ψβ(1)(k)Ψα(3)(k,q,-q)
q-q

Ψα(2)(q,k-q) Ψβ(2)(q,k-q)
++

α(k1,k2) ≡
k12 · k1

k21
, β(k1,k2) ≡

k212(k1 · k2)

2k21k
2
2

(39)

encode the non-linearity of the evolution (mode coupling) and come from the non-
linear terms in the continuity equation (16) and the Euler equation (17) respectively.
From equations (37)-(38) we see that the evolution of δ̃(k, τ) and θ̃(k, τ) is determined
by the mode coupling of the fields at all pairs of wave-vectors k1 and k2 whose sum is
k, as required by translation invariance in a spatially homogeneous Universe.

2.4.2 General Solutions in Einstein-de Sitter Cosmology

Let’s first consider an Einstein-de Sitter Universe, for which Ωm = 1 and ΩΛ = 0. In
this case the Friedmann equation, Eq. (4), implies a(τ) ∝ τ2, H(τ) = 2/τ , and scaling
out an overall factor of H from the velocity field brings Eqs. (37-38) into homogeneous
form in τ or, equivalently, in a(τ). As a consequence, these equations can formally be
solved with the following perturbative expansion [270, 334, 428],

δ̃(k, τ) =
∞
∑

n=1

an(τ)δn(k), θ̃(k, τ) = −H(τ)
∞
∑

n=1

an(τ)θn(k), (40)

where only the fastest growing mode is taken into account. Remarkably it implies
that the PT expansions defined in Eq. (35) are actually expansions with respect to the
linear density field with time independent coefficients. At small a the series are domi-
nated by their first term, and since θ1(k) = δ1(k) from the continuity equation, δ1(k)
completely characterizes the linear fluctuations.

The equations of motion, Eqs. (37-38) determine δn(k) and θn(k) in terms of the
linear fluctuations to be:

δn(k) =

∫

d3q1 . . .

∫

d3qn δD(k− q1...n)Fn(q1, . . . ,qn)δ1(q1) . . . δ1(qn), (41)

θn(k) =

∫

d3q1 . . .

∫

d3qn δD(k− q1...n)Gn(q1, . . . ,qn)δ1(q1) . . . δ1(qn), (42)

where Fn and Gn are homogeneous functions of the wave vectors {q1, . . . ,qn}
with degree zero. They are constructed from the fundamental mode coupling functions
α(k1,k2) and β(k1,k2) according to the recursion relations (n ≥ 2, see [270, 334]
for a derivation):

Fn(q1, . . . ,qn) =
n−1
∑

m=1

Gm(q1, . . . ,qm)

(2n+ 3)(n− 1)

[

(2n+ 1)α(k1,k2)Fn−m(qm+1, . . . ,qn)

+2β(k1,k2)Gn−m(qm+1, . . . ,qn)
]

, (43)
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‣ Ensemble averages by glueing diagrams together 
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‣ re-organisation(s) of the perturbation series (for instance with multipoint propagators 
introduced in FB, Crocce, Scoccimarro, PRD, 2008)

‣ Not a single way of doing PT calculations
‣ change of variables or fields : most dramatic is Eulerian to Lagrangian

‣ PT can then come in many different flavors : SPT,  RPT,  TRG, RegPT,  gRPT,  MPT 
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‣ Power spectra up to 1-loop and 2-loop order

RegPT from Taruya , FB, Nishimichi, 
Codis '12

How far can we go ?

• Public codes are 
available



δPlin(q)

An alternative to the power spectra : 
response functions

δPnl(k)
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Of direct interest from P(k) predictions:

How good can PTs be at predicting response functions ?



first measurement of the response function
Nishimichi, FB, Taruya, '14
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late time. At redshift zero, the discrepancy between the
model and simulations is striking. Furthermore analysis
of the response structure at three and higher loop order
(see e.g., [9]) suggests that PT calculations, at any finite
order, predict an even larger amplitude of the response
function in the high q region. This strongly suggests that
this anomaly is genuinely non-perturbative.

We propose an e↵ective description of this observed
behavior. As illustrated in Fig. 4 it can be modeled with
a Lorentzian:

T e↵.(k, q) =
⇥
T 1�loop(k, q) + T 2�loop(k, q)

⇤ 1

1 + (q/q
0

)2

(4)
characterized by a time-dependent critical wave mode,
q
0

(z) = 0.3D�2

+

(z)h/Mpc, where D
+

is the linear growth
factor, and the prefactor 0.3 is determined by fitting to
the data. Note that, as it can be checked in Fig. 4, q

0

is
independent of k preserving the k dependence of the re-
sponse function at the small scale limit. This dependence
is in full agreement with PT predictions.

FIG. 4: Response function divided by the two-loop PT at the
three wave modes k shown in the legend. We plot data points
only at q � 2k for definiteness. The over-plotted solid lines
correspond to the empirical form (4). Small solid symbols are
L9-N9 while the big hatched are L9-N10.

Discussion—. The simulation results give a clear evi-
dence that the mode transfer from small to large scales
is suppressed compared to the PT prediction when the
mode q enters the nonperturbative regime. However, the
origin of the suppression is yet to be understood. In
particular it is not clear whether it roots genuinely shell
crossing e↵ects [46].

It might be possible that such damping e↵ect origi-
nates from simpler mechanisms in single-stream physics.
It has been shown in particular that the nonlinear den-
sity propagator, which expresses the evolution of a given

wave mode with time, is exponentially damped by the
large-scale displacements. This is the standard result on
which the Renormalized Perturbation Theory is based
[25, 26]. As explicitly shown in [27] equal-time spectra
are however insensitive to displacements of the global sys-
tem, that originates from wave modes smaller than k.
Displacements at intermediate scales are nonetheless ex-
pected to induce some e↵ective damping for equal-time
spectra. The physical idea behind that is that the force
driving the collapse of a large-scale perturbation (e.g., a
cluster of galaxies) is a↵ected by the small scale inhomo-
geneities within the structure (say galaxies), but that this
dependence might be damped when such small scale in-
homogeneities are actually moving within the structure.
It is however beyond the scope of this presentation to
evaluate the importance of this e↵ect.
Summary—. We have presented the first direct mea-

surement of the response function that governs the de-
pendence of the nonlinear power spectrum on the initial
spectrum during cosmic structure formation. This mea-
surement was done using a large ensemble of N -body
simulations that di↵er slightly in their initial conditions.
The results were found to be robust to the simulation
resolution – as shown in Table I – supporting the idea
that measured shapes were genuine features in the devel-
opment of gravitational instabilities.
The response functions were computed concurrently at

next and next-to-next leading order in PT. Comparisons
with measurements show a remarkable agreement over a
wide range of scale and time. We found however mode
transfers from small to large scales to be strongly sup-
pressed compared to theoretical expectations especially
at late time. We propose a description of the damping
tail with a Lorentzian shape.
These results are of far-reaching consequences. They

first give insights into the mode coupling structure of cos-
mological fluids and show that PT approaches capture
most of their properties. The small scale damping sig-
nals the validity limit of the PT beyond next-to-leading
order. It provides in particular indications on how to
regularize their contributions. The observed damping
also marks the irruption of collective non-linear e↵ects
although the underlying mechanisms are yet to be un-
covered. Most importantly the damped response sug-
gests that small scale physics, whether from the initial
metric perturbations or late-time processes, can be ef-
fectively controlled. It paves the way for solid estimates
of the theoretical uncertainties on the determination of
cosmological parameters (such as inflationary primordial
non-Gaussianities, neutrino masses or dark energy pa-
rameters) from large-scale surveys.
We thank Patrick Valageas for fruitful discussions on

analytical calculations of the response function. This
works is supported in part by grant ANR-12-BS05-0002
of the French Agence Nationale de la Recherche. TN is
supported by JSPS. AT is supported by a Grant-in-Aid

Comparison with 1- and 2-loop results

‣ From PT perspective, UV regularization is necessary

‣ existence of damping is good news (it reduces sensitivity to small scale 
physics) 

‣ origin is unclear (associated to shell-crossings ?)
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UV and IR limit is dominated by the other term, K
2

. Also, the high-q behavior looks fine with this model. This
is in a sence accidental: we have already learned that this limit is dominated by the modelling of the �(1) function,
and in the present particular example is based on the one-loop result. One one includes two-loop correction here,
the mode-coupling from small to large scales gets too high. Looking at the other end of the plot, we can see some
drawback of this calculation: K

1

and K
2

are expected to cancel out in the IR limit because of the galilean invaliance,
and also supported by the simulation data, but the model cannot reproduce this.

On the other hand, the low-q part is fine in the standard PT calculation: we show this in the right panel in blue lines
(solid: two-loop and dashed: one-loop; the corresponding MPTbreeze calculations are shown in red). The convergence
is very poor for the SPT calculation at around q = k.

The best compromise is to combine the two prescriptions both at the two-loop order, we have an empirical model
that behaves well in both regimes. That is

K(k, q) =

8

<

:

K
SPT

(k, q), q < q
1

(k),
K

MPTbreeze

(k, q), q > q
2

(k),
r2(k, q)K

MPTbreeze

(k, q) + [1� r2(k, q)]K
SPT

(k, q), otherwise,
(14)

where q
1

(k) is the first zero crossing wavenumber q of the MPTbreeze prescription, K
MPTbreeze

(k, q) = 0, and q
2

(k)
is given by the lowest wavenumber q that satisfies K

SPT

(k, q) = K
MPTbreeze

(k, q) for a given k. Also, the factor r is
the ratio of the two functions, r = K

MPTbreeze

/K
SPT

. This is shown in Fig. 2 (thick solid). Taking advantages of the
two prescription, the new curve can reproduce the simulation data over a wide range in q. We can check that this
prescription works reasonably well at di↵erent redshifts and at di↵erent k (figures still to be made, but I did some
quick check of this).
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q [h Mpc 1]

K(
k,
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 P
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FIG. 2: Simple prescription (14) obtained by combining the SPT and the MPTbreeze predictions (solid). Also shown are the

original two models, MPTbreeze (red dashed) and SPT (blue dashed) computed up to the two-loop order. We rely on SPT at

q < q1 and MPTbreeze at q > q2. In between, we use a mixture of the two.

[1] A. Taruya, F. Bernardeau, T. Nishimichi, and S. Codis, Phys. Rev. D 86, 103528 (2012), 1208.1191.

[2] Notice that the convention of the normalization for K is di↵erent from that used in our previous paper.



Tree order
LO

1-loop
NLO

2-loops
NNLO

3-loops ...p-loops

2-point 
statistics

OK OK OK partial exact 
results

partial resum

3-point 
statistics

OK OK (but not 
systematics)

partial 
resummations

4-point 
statistics

OK OK (but not 
systematics)

N-point 
statistics

OK, in specific 
geometries (counts 

in cells)

Charting PT

number of loops in standard PT for Gaussian 
Initial Conditions

O
rd

er
 o

f o
bs

er
va

bl
e 

in
 fi

el
d 

ex
pa

ns
io

n

large-deviation regime



Basics of theory of large deviation functions
Beyond the central limit theorem

One exemple : tossing coins and counting the number of heads

Put a threshold at x=0.6

In[1221]:= ListPlot@
Table@8k ê 10, PDF@BinomialDistribution@10, 0.5D, kD<, 8k, 0, 10<D, Filling -> AxisD

Out[1221]=

0.2 0.4 0.6 0.8 1.0

0.05

0.10

0.15

0.20

0.25

In[1239]:= RandomInteger@BinomialDistribution@100, 0.5D, 100 000D êê
Histogram@Ò, 81<, Frame Ø True, PlotRange Ø 880, 100<, All<, Axes Ø FalseD &

Out[1239]=

0 20 40 60 80 100
0

2000
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2   Untitled-4

In[1186]:= Prob@n_, p_D = Binomial@n, pD ê 2^n

Out[1186]= 2-n Binomial@n, pD

In[1244]:= CProb@n_, x_D := Sum@Prob@n, pD êê N, 8p, Floor@x nD, n<D

In[1248]:= CProb@100, .4D

Out[1248]= 0.9824

TStyle = 8FontFamily Ø "Times", FontSize Ø 12, FontWeight -> "Bold"<

In[1293]:= 8Table@8n, CProb@n, .5D<, 8n, 2, 250<D,
Table@8n, CProb@n, .6D<, 8n, 2, 250<D, Table@8n, CProb@n, .7D<, 8n, 2, 250<D,
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In[1239]:= RandomInteger@BinomialDistribution@100, 0.5D, 100 000D êê
Histogram@Ò, 81<, Frame Ø True, PlotRange Ø 880, 100<, All<, Axes Ø FalseD &
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LabelStyle Ø TStyle, FrameLabel Ø 8"x", "rate function, IHxL"<,
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2   Illustrations.nb

Pn(> x) ⇣ exp(�nI(x))

I(x) = x log[x] + (1� x) log[1� x] + log[2]

Central limit theorem : I(x) = 2(x� 0.5)2

Exact result :

The cumulant generating function : '(�) = log

�
e�/2 + 1/2

�

Cramér’s Theorem : both are Legendre transform of one-another



Key theorems: relation between rate function and 
cumulant generating function

Consider a random variable x such that, x =
1

n

X

n

vi

The (scaled) cumulant generating function of x is defined as,

'(�) = lim

n!1

1

n
log

⇥
hen�xi

⇤
= log

⇥
he�vi

⇤
(in case vi are IID)

I(⇢) = sup
�
[�⇢� '(�)]

The Gärtner-Ellis Theorem (Cramér’s Theorem for IID): the rate function is the 
Legendre-Fenchel transform of the (scaled) cumulant generating function 

'(�) = sup
⇢
[�⇢� I(⇢)]

Under some regularity conditions, this relation can be 
inverted in

The Contraction Principle
For a mapping               we have ,

x ! y

that is the rate function for y is the smallest rate function (the most 
probable) of the values (configurations) that lead to y.

I(y) = inf
x, x!y

I(x)

✓
n ⌘ 1

�2

◆



Applications

Consequences in the context of LSS cosmology are at least 2 folds

- you do not need to impose        to be small everywhere, only the 
variance has to be small;

- you have a possible working procedure provided you can identify the 
leading initial configuration and its probability (rate function).

In practice, such an identification can be done only for configurations 
with enough symmetries 

�(x)

- Shannon entropy (as rate function) and free energy (as cumulant 
generating function) in statistical mechanics ;

- Natural generalization for non-equilibrium systems (rate function 
for configurations) ;

- escape time in dynamical systems in presence of noise ;
- Queuing systems ;
- etc..



Density PDFs in 
concentric cells

description of full joint PDF de densities in 
concentric cells P (⇢(R1), ⇢(R2)) d⇢(R1) d⇢(R2)



For spherical symmetry there exists a 
function ζ that gives the density ρ as a 
function of the linear density contrast τ

R2 (ρ2)1/3 

R1 (ρ1)1/3 
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1 Introduction

It is time to revisit count in cells statistics...

2 The general theory

Let us define a finite number of concentric cells of radius Ri and their densities, ⇢i. They form a priori
a set of correlated random variables. One can define the generating function of their cumulants as

'({�i}) =
1X

pi=0

h⇧i⇢
pi
i ic

⇧i�
pi
i

⇧ipi
. (1)

Such a function is a function of �i. Note that it is by itself an observable as it can be computed from the
joint PDF,

exp ['({�i})] = hexp(�i⇢i)i (2)

from the moment generating function. One expects however such a function to be defined for limited
range of values of �i as such ensemble average are not defined if |�i| is too large. We will see that this
analytical properties will play a crucial role in the following.

This generating function can be computed at tree order in perturbation theory, that is when each of
the coe�cient h⇧i⇢

pi
i ic is computed at leading order assuming Gaussian initial conditions. As recalled in

the introduction, this can be entirely related to the spherical collapse dynamics.
Let us denote ⇣(⌧i) the nonlinear transform of the density when ⌧i is the linear density profile. This

transform is a priori time dependent but its dependence on time is very small and in the following we
will neglect this dependence. We can define  (⇢i) as

 ({⇢i}) =
1

2

X

ij

⌅ij ⌧i⌧j (3)

where ⇣(⌧i) = ⇢i and ⌅ij is the inverse matrix of the cross-correlation of the density in cells of radius

Ri⇢
1/3
i ,

�

2(Ri⇢
1/3
i , Rj⇢

1/3
j ) ⌅jk = �ik. (4)

The coe�cient therefore depend on both the radii Ri and the density ⇢i. The cumulant generating function
is then given by the Legendre transform of  ,

'({�i}) =
X

i

�i⇢i � ({⇢i}) (5)

where ⇢i are determined by the stationarity conditions,

�i =
@ ({⇢i})

@⇢i
. (6)

This is this general expression that we will exploit in the following.
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The matrix Ξ is given by the inverse 
of correlation matrix of the density 
between cells at Lagrangian radius.

with

The final expression of the scaled cumulant 
generating function is then given by
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with stationary 
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where ⇢i are determined by the stationarity conditions,

�i =
@ ({⇢i})

@⇢i
. (8)

This is this general expression that we will exploit in the following.

3 The one-point PDF

3.1 General formulae and asymptotic forms
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Figure 1 – The PDF of the one-point density. The blue solid line is the numerical integration ; the red
dashed line the ow ⇢ asymptotic form of Eq. (13) ; the other lines correspond to the large ⇢ asymptotic
forms proposed in the text. The forms are computed at leading order, at next-to-leading, and newt-to-
next-to-leading order for respectively the gold, green and gray curves. The dotted lines correspond to the
form (15) and the dashed lines to the form (16). The plot are given for � = 0.198 and a power law index
of n = �1.472 and a running ↵ = 0.42.

In general the density PDFs can be derived from the cumulant generating function. For a single cell
we have,

P (⇢1) =

Z +i1+✏

�i1+✏

d�1

2⇡i
exp(��1⇢1 + '(�1)) (9)

that is the inverse Laplace transform of the one-cell moment generating function. This inversion is known
to be di�cult to perform in practice and to our knowledge there are no general methods that exist. One
practical di�culty is that it relies on the analytic continuation of the predicted cumulant generating
function in the complex plane.

The consequences of this functional form has been studied in various papers (Balian & Schae↵er 89,
Bernardeau 92, Valageas, ...) but so far explicit computations of PDFs have been restricted to cases where
density moments take simple analytic forms, i.e. power law. Restricting calculations to power low spectra
may look OK but it is actually not su�cient when it comes to comparisons with N-body codes.

So in order to be able to compare to simulations we use a simple extension to a power case by assuming
�

2(R,R) takes the form

�

2(R,R) =
2�2(Rp)

(R/Rp)n1+3 + (R/Rp)n2+3
(10)

where R = Rp is a pivot scale. Such a parametrization ensures that the single-point  (⇢) function takes a
simple form. It can be extended to an arbitrary (finite) number of terms in the denominator. The values
of �2(Rp), n1 and n2 are adjusted so that the models reproduces the required variance �2(R0), the linear
theory index

n(R) = �3� d log(�(R))

d logR
(11)

2

The rate functions (from the contraction  
principle)

initially implemented in FB' 94, FB & Valageas 
'00 and developed in Valageas '02



Connexion with diagrams in standard PT

Expression of 

Average of (combination of) tree order expression of 
the p-point correlation functions in spherical cells.

1-cell density 
cumulants (FB '94)

scaled cumulant GF:

Sp = lim
h�2ic!0

h�pic
h�2ip�1

c
= tree order expr.

'(�) = lim
h⇢2ic!0

h⇢2ic
1X

p=1

h⇢pic
p!

✓
�

h⇢2ic

◆p

= �+
�2

2
+ S3

�3

3!
+ . . .

it has a non trivial dependence on the wave 
vectors through the functions F3 and F2

...

h�3i = 6

Z
dk1

(2⇡)3
P (k1)P (k2)

⇥F2(k1,k2)W (k1R)W (k2R)W (|k1 + k2|R)

/ h�2i2



Identification of initial configuration for general profiles
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Consequences

⇧(x) =

Z
dy ⌅(x, y)w(y)

S3 = 3⌫2

R
dx w(x) ⇧2(x)

⇥R
dx w(x) ⇧(x)

⇤2 +

R
dx w(x) x d

dx

⇧2(x)
⇥R

dx w(x) ⇧(x)
⇤2 with

Gaussian filter, points by 
Juszkiewicz, Bouchet, Colombi  ’93 
obtained from direct calculation for 
specific power law spectra.

Top-hat filter, FB ‘94

Considering the statistical properties of ⇢w =
X

i

wi ⇢(< Ri)

its scaled cumulant generating function is

(looking for most likely configuration with Lag. mult)
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reads s > �3⇢, is located beyond this critical line and is
therefore not relevant.

In the regular region, the contour lines of '(�, µ) are
shown on Fig. 5 for both a finite ration �R/R and when
it is infinitely small. This figure explicitly shows in par-
ticular that the limit �R ! 0 is non pathological, in
the sense that the location of the critical line and the ac-
tual value of the cumulant generating function converge
to well defined values. The convergence is however not
very rapid and in practice we will use finite di↵erences
for comparisons with simulations.

FIG. 6: Contour plot of '(�, µ) � �, from the simulation. It
is to be compared with left panel of Fig. 5

Finally, to conclude this subsection we also compare
these contour plots with those measured in simulations.
There, one actually computes the explicit sum

exp['(�, µ)] =
1

N
x

X

x

exp(�⇢̂
x

+ µŝ
x

) , (85)

where ⇢̂
x

and ŝ
x

are the measured values of ⇢̂ and ŝ in a
cell centered on x (in practice on grid points) and N

x

is
the number of points used (see Appendix D for details).
Then '(�, µ) is always well defined, irrespectively of the
values of � and µ. To detect the location of a critical line
one should then rely on the properties it is associated
to. From the analysis of the one cell case it appears that
for � > �

c

, '(�) is ill defined because
R

P(⇢̂) exp(�⇢̂) d⇢̂
diverges. More precisely when � ! �

c

the value of '(�)
becomes dominated by the rare event tail. It makes such
a quantity very sensitive to cosmic variance and in prac-
tice the critical line position is therefore associated with
a diverging cosmic variance. In the two-cell case, we en-
counter the same e↵ects. To locate we therefore simply
cut out part of the (� � µ) plane for which the mea-
sured variance of '(�, µ) exceeds a significant fraction of
its measured value. We set this fraction to be 20% [64].
This criterium give rises to the solid line shown on Fig.

6. This figure is now to be compared to the left panel
of Fig. 5. Although the figures are not identical they
clearly exhibit the same patterns.

D. Profile cumulant generating function and PDF
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FIG. 7: The profile generating function 's(µ) for finite dif-
ferences, �R/R = 0.1 and �R/R = 0.01, and in the limit
�R/R ! 0. The corresponding curves are respectively in
blue, darker blue and black. The vertical dashed lines show
the locations of the critical points, µ�

c and µ+
c .

When one wishes to build the PDF of ŝ, one needs
to restrict '(�, µ) presented in the previous section to
the � = 0 axis, i.e. focus on '

s

(µ) ⌘ '(� = 0, µ).
Fig. 6 shows that '

s

(µ) has two extrema points, one
corresponding to a positive value of µ, µ+

c

, and one to
a negative value µ�

c

. The resulting global shape of '
s

(µ)
is shown on Fig. 7, where it is also compared to the re-
sults where �R/R is kept finite. It actually shows that
the limit �R/R is genuine at the level of the cumulant
generating function but is reached for very small values
of �R/R. When predictions are compared with simula-
tions for which slope are measured with finite di↵erences,
it is therefore necessary to use a finite di↵erence �R.

We are now in position to build one-point PDF of the
density profile via the inverse Laplace transform of the
cumulant generating function. It should be clear from
the singular behavior of '

s

(µ) that it will exhibit expo-
nential cut-o↵s on both sides, for positive and negative
values of ŝ although not a priori in a symmetric way. In
practice, to do the complex plane integration, we build
the function '

s

(µ) for the actual power spectrum of in-
terest, and then build an e↵ective form ⇣e↵(⌧) that repro-
duces the numerical integration following Eqs. (37)-(38)
as explained in [26]. In practice we use a 7th order poly-
nomial to do the fit. We then proceed via integration
in the complex plane using the usual approach (see Ap-
pendix B). The results for R = 10h�1 Mpc and z = 1.46
and z = 0.97 is presented on the top panel of Fig. 8. The
figure clearly exhibits the expected double cut-o↵s. Dis-
crepancies between numerical results and theory that can

12

FIG. 5: Contour plot of '(�, µ)� �, left with a finite radius di↵erence �R/R = 1/10 and right with �R/R ! 0. We see that
the structure of the critical region, although deformed, is preserved. In both cases, the restriction of '(�, µ) to µ = 0 is nothing
but the one-cell cumulant generating function considered in Sect. III.

at leading order in �R/R and when n
s

< �1. For a power law spectrum, the actual coe�cients read

⌅11(R,�R) =
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+ 1)Rns+3
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All these coe�cients are diverging like (R/�R)2. What we need to compute is however  (⇢, s) for finite values of ⇢
and s. In this case ⇢2 is also infinitely close to ⇢1 with ⇢2 � ⇢1 = s�R/R with a fixed value for s. Then the resulting
value of  (⇢, s) is finite in the limit �R ! 0. Assuming the form (13) for ⇣(⌧) one gets

 (⇢, s) =
R3+ns⇢ns/3+(⌫�2)/⌫

2 (n2
s

� 9) (s+ 3⇢)2

⇢

s2


⌫2n3
s

⇣

⇢
1
⌫ � 1

⌘2
+ 3n

s

✓

5⌫2
⇣

⇢
1
⌫ � 1

⌘2
+ 16⌫

⇣

⇢
1
⌫ � 1

⌘

+ 12

◆

+4⌫n2
s

⇣

⇢
1
⌫ � 1

⌘⇣

2⌫
⇣

⇢
1
⌫ � 1

⌘

+ 3
⌘

+ 36
⇣

⌫
⇣

⇢
1
⌫ � 1

⌘

+ 1
⌘i

+ 9⌫2⇢2n
s

�

n2
s

+ 8n
s

+ 15
�

⇣

⇢
1
⌫ � 1

⌘2

+6s⌫⇢ (n
s

+ 3)
⇣

⇢
1
⌫ � 1

⌘⇣

⌫n2
s

⇣

⇢
1
⌫ � 1

⌘

+ n
s

⇣

5⌫
⇣

⇢
1
⌫ � 1

⌘

+ 6
⌘

+ 6
⌘o

.

(83)

The function '(�, µ) can then be obtained by Legen-
dre transform. Like the one cell case, the transformation
becomes critical when the inversion of the stationary con-
dition is singular. For the new variables, it is also occur-
ring when the determinant of the second derivatives of  

vanishes

det



@2 (⇢, s)

@⇢@s

�

= 0, (84)

which generalizes the condition (40). This condition de-
fines the location of the critical line which can then be
visualized in the ��µ plane (thick lines on Fig. 5). Note
that the no-shell crossing condition, which in this limit

The 2 cell cumulant generating function
The global shape of the joint cumulant generating function

�2 = 0

hexp(�1⇢1 + �2⇢2)i ! 1

critical lines = stationary constraint is singular  /  signal to noise > 10%

theory                                         numerical results for σ = 0.51
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possible to express any ensemble average in terms of the sta-
tistical properties of the initial density field so that we can
formally write

exp [ϕ]=

Z

Dτ1Dτ2 P(τ1, τ2) exp
`

λ1ρ1(τ1) + λ2ρ2(τ2)
´

. (9)

As the present-time densities ρi can arise from different ini-
tial contrasts, the above-written integration is therefore a
path integral (over all the possible paths from initial condi-
tions to present-time configuration) with measure Dτ1Dτ2

and known initial statistics P(τ1, τ2). Let us assume here
that the initial PDF is Gaussian so that,

P(τ1, τ2)dτ1dτ2 =

√
det Ξ exp [−Ψ(τ1, τ2)]

2π
dτ1dτ2 , (10)

with Ψ then a quadratic form.
In the regime where the variance of the density field is

small, equation (9) is dominated by the path correspond-
ing to the most likely configurations. As the constraint is
spherically symmetric, this most likely path should also re-
spect spherical symmetry. It is therefore bound to obey the
spherical collapse dynamics. Within this regime equation (9)
becomes

exp [ϕ]≃
Z

dτ1dτ2 P(τ1, τ2) exp
`

λ1ζSC(τ1)+λ2ζSC(τ2)
´

,(11)

where the most likely path, ρi = ζSC(η, τi) is the one-to-
one spherical collapse mapping between one final density
at time η and one initial density contrast as already de-
scribed. The integration on the r.h.s. of equation (11) can
now be carried by using a steepest descent method, ap-
proximating the integral as its most likely value, where
λ1ρ1(τ1) + λ2ρ2(τ2) − Ψ(τ1, τ2) is stationary. It eventually
leads to the fundamental relation (6) when its right hand
side is computed at initial time (and the fact that (6) is
valid for any times η and η′ is obtained when the same rea-
soning is applied twice, for the two different times).

The purpose of this letter is to confront numerically
computations of the two-cell PDF derived from the expres-
sion of ϕ(λ1, λ2) with measurements in numerical simula-
tions.

2.2 The 2-cell PDF using inverse Laplace

transform

Once the cumulant generating function is known in equa-
tion (3), the 2-cell PDF, P(ρ̂1, ρ̂2), is obtained by a 2D in-
verse Laplace transform of ϕ(λ1, λ2)

P=

Z i∞

−i∞

dλ1

2πi

Z i∞

−i∞

dλ2

2πi
exp(−

X

i=1,2

ρ̂iλi + ϕ(λ1, λ2)) , (12)

with ϕ given by equations (4)-(6). From this equation, it
is straightforward to deduce the joint PDF, P̂(ρ̂, ŝ), for the
density, ρ̂ = ρ̂1 and the slope ŝ ≡ (ρ̂2 − ρ̂1)R1/∆R, ∆R
being R2 − R1, as

P̂ =

Z i∞

−i∞

dλ
2πi

Z i∞

−i∞

dµ
2πi

exp(−ρ̂λ − ŝµ + ϕ(λ, µ)) , (13)

with λ = λ1 + λ2, µ = λ2∆R/R1. Following this definition,
ϕ(λ, µ) is also the Legendre transform of Ψ(ρ̂1, ŝ = (ρ̂2 −
ρ̂1) R1/∆R).
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Figure 1. Joint PDF of the slope (s) and the density (ρ) as
given by equation (13) for two concentric spheres of radii R1 = 10
Mpc/h and R2 = 11 Mpc/h at redshift z = 0.97. Dashed contours
corresponds to Log P = 0,−1/2,−1, · · · − 3 for the theory. The
corresponding measurements are shown as a solid line.
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Figure 2. Dependence of the PDF of the slope on the number
of points used in the numerical integration in (12). The reference
PDF is computed using 10002 points (dark blue) and is compared
to the result of the numerical integration when using 3202 (blue)
and 4802 (light blue) points.

In order to numerically compute equation (12), we sim-
ply choose the imaginary path (λ1, λ2) = i(n1∆λ, n2∆λ)
where n1 and n2 are (positive or negative) integers and the
step ∆λ has been set to 0.15. The maximum value of λi used
here is 75 resulting into a discretisation of the integrand
on 10002 points. Fig. 1 compares the result of the numer-
ical integration of equation (12) to simulations. The corre-
sponding dark matter simulation (carried out with Gadget2

(Springel 2005)) is characterized by the following ΛCDM
cosmology: Ωm = 0.265, ΩΛ = 0.735, n = 0.958, H0 = 70
km·s−1·Mpc−1 and σ8 = 0.8, Ωb = 0.045 within one stan-
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be seen in the bottom panels for ŝ ⇡ �0.5 are not clearly
understood (cosmic variance, numerical artifacts?).
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FIG. 8: The PDF of the profile for z = 1.46. The bottom
panel show the residuals for z = 1.46, z = 0.97 and z = 0.65.

E. The constrained expected profile

We finally move to the key result of this paper. In the
previous subsection, the PDF of ŝ is obtained irrespec-
tively of ⇢̂1. Now we focus on the conditional properties
of ŝ given ⇢̂1 = ⇢̂(< R1) at a given R = R1, whether ŝ is
defined from a nearby radius of not. Mathematically it
can be expressed in terms of the joint PDF, P(⇢̂1, ⇢̂2), as

hŝi
⇢̂1 = � R

�R
⇢̂1 +

R

�RP(⇢̂1)

Z

d⇢̂2 ⇢̂2 P(⇢̂1, ⇢̂2) , (86)

given that we have
Z

d⇢̂2 ⇢̂2 P(⇢̂1, ⇢̂2) =

Z +i1

�i1

d�1

2⇡i

@'(�1,�2)

@�2

�

�

�

�

�2=0

exp(��1⇢̂1 + '(�1)) , (87)
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FIG. 9: Top: the conditional profile, hŝi⇢̂(<R1) as a function
of ⇢̂(< R1). The thick blue solid line is the result of the
numerical integration; the thin dashed line the saddle point
approximation Eq. (89). We also present the power law ap-
proximation case as a thin (red) solid line. It is shown to
depart from the exact prediction in the low density region.
the agreement between the theory and the measurements near
the origin is quite remarquable. The bottom panels show the
residuals computed in bins as a function of the density (with a
zoomed plot below). Again the thick symbols are correspond
to the exact calculation, the thin symbols correspond to the
power low approximation.

which can be obtained by explicit integration in the com-
plex plane [65]. Note that we also have the identity,

@'(�1,�2)

@�2

�

�

�

�

�2=0

= ⇢2(�1,�2 = 0) , (88)

from the solution of the stationary equations, Eq. (28).
For the saddle point solution corresponding to the low
⇢ regime, �1 and ⇢̂1 in Eq. (87) are related through the
stationary condition. In this limit we therefore have

h⇢̂2i⇢̂1 = ⇢2(⇢̂1) , (89)

where ⇢2(⇢̂1) is the solution of the system

�1 =
@ (⇢1, ⇢2)

@⇢1
, 0 =

@ (⇢1, ⇢2)

@⇢2
. (90)

These calculations can be extended to the constrained
variance of the profile. The computation follows the same
line of derivation but is slightly more involved. It is pre-
sented in appendix C.
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Figure 3. Density profiles in underdense (solid light blue), over-
dense (dashed purple) and all regions (dashed blue) for cells of
radii R1 = 10 Mpc/h and R2 = 11 Mpc/h at redshift z = 0.97.
Predictions are successfully compared to measurements in simu-
lations (points with error bars).

dard deviation of WMAP7 results (Komatsu et al. 2011).
The box size is 500 Mpc/h sampled with 10243 particles,
the softening length 24 kpc/h. Initial conditions are gener-
ated using mpgrafic (Prunet et al. 2008). An Octree is built
to count efficiently all particles within concentric spheres of
radii between R = 10 and 11Mpc/h. The center of these
spheres is sampled regularly on a grid of 10 Mpc/h aside,
leading to 117649 estimates of the density per snapshot.
Note that the cells overlap for radii larger than 10 Mpc/h.

The convergence of our numerical scheme is investigated
by varying the number of points. Fig. 2 shows that the nu-
merical integration of the slope PDF has reached 1% preci-
sion for the displayed range of slopes. Obviously, the integra-
tion is very precise for low values of the slope and requires
a largest number of points for the large-slope tails.

3 CONDITIONAL DISTRIBUTIONS

3.1 Slope in sub regions

Once the full 2-cell PDF is known, it is straightforward to
derive predictions for density profiles restricted to under-
dense

P(ŝ|ρ̂ < 1) =

R 1

0
dρ̂ P̂(ρ̂, ŝ)

R

∞

−∞
dŝ

R 1

0
dρ̂ P̂(ρ̂, ŝ)

, (14)

and overdense regions

P(ŝ|ρ̂ > 1) =

R

∞

1
dρ̂ P̂(ρ̂, ŝ)

R

∞

−∞
dŝ

R 1

0
dρ̂ P̂(ρ̂, ŝ)

. (15)

Fig. 3 displays these predicted density profiles in underdense
and overdense regions compared to the measurements in our
simulation. A very good agreement is found with some slight
departures in the large slope tail of the distribution. As
expected, the underdense slope PDF peaks towards posi-
tive slope, while the overdense PDF peaks towards negative
slope. The constrained negative tails are more sensitive to
the underlying constraint, providing improved leverage for
measuring the underlying cosmological parameters.

Figure 4. Density PDF in negative slope (solid light blue), pos-
itive slope (dashed purple) and all regions (dashed blue) for cells
of radii R1 = 10 Mpc/h and R2 = 11 Mpc/h at redshift z = 0.97.
Predictions are successfully compared to measurements in simu-
lations (points with error bars).

Figure 5. Same as Fig. 3 for a range of redshifts as labeled.
Only the underdense (ρ < 1) and the overdense (ρ > 1) PDFs are
shown.

3.2 Density in regions of given slope

Conversely, one can study the statistics of the density given
constraints on the slope. For instance, the density PDF in
regions of negative slope reads

P(ρ̂|ŝ < 0) =

R 0

−∞
dŝ P̂(ρ̂, ŝ)

R

∞

0
dρ̂

R 0

−∞
dŝ P̂(ρ̂, ŝ)

. (16)

Fig. 4 displays the predicted density PDF in regions of pos-
itive or negative slope. As expected, the density is higher
in regions of negative slope. An excellent agreement with
simulations is found.

3.3 Redshift evolution

Fig. 5 displays the density profiles in underdense and over-
dense regions as measured in the simulation for a range of
redshifts. This figure shows that the high density subset for
moderately negative slopes is particularly sensitive to red-
shift evolution, which suggests that dark energy investiga-
tions should focus on such range of slopes and regions.
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ABSTRACT
The joint statistics of sets of densities measured in concentric spheres is investigated to
predict i) the constrained averaged density at any distance and location from a given
set of cells, ii) the joint cell distributions when the cells are sufficiently well apart. Bias
functions are introduced as the ratio of the two point correlation of such cells to the
two point correlation of the underlying dark matter distribution when the sets of cells
a well apart. The formalism to compute such bias functions in the zero variance limit
is presented and compared to simulations. The corresponding asymptotic limit allows
us to estimate the bias and variance of standard concentric count in cell estimates
applied to surveys of finite extension.

Key words: cosmology: theory — large-scale structure of Universe — methods:
numerical

1 INTRODUCTION

It has been argued ?? that count-in-cells statistics within
concentric shells can leverage cosmic parameters competi-
tively, as the corresponding symmetry allows for analyti-
cal predictions in the mildly non-linear regime beyond what
is achievable via other statistics. Indeed, the zero variance
limit applied to joint cumulant generating function yields es-
timates of the joint probability distribution function (PDF
hereafter) which seem to match simulations in the regime of
variances of order unity (??????). Hence it is of interest to
estimate the bias and error budget for such estimators, while
accounting for the expected long range clustering within re-
alistic surveys of finite extent. The aim of this paper is to
show that the symmetric framework which led to these sur-
prisingly accurate predictions accommodates, in the large
separation limit, estimates of the effect of bias and cosmic
variance on count-in-cells statistics.

This paper is organized as follows: section 2 anticipates
our derivation for the joint statistics in section 3 to predict
the bias and error budget expected in standard concentric
count-in-cells. Section 4 validates this large separation limit
on mocks.

Figure 1. the configuration of multiple concentric count in cell
statistics.

2 STATISTICS OF SETS OF CONCENTRIC
COUNT-IN-CELLS

In a survey or a simulation, measurements of count-in-cells
are carried as follows: sets of concentric cells are drawn ran-
domly or regularly across the field. In cosmology, this field
has long range correlations which will break the assumption
that each set can be considered independently. In order to
estimate the induced bias and variance, let us study the joint
statistics of the sets.

© 0000 RAS
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assumptions regarding the power spectrum, we expect that
σ(Re, Ri) are essentially all equal and given by

σ(< Re, < Ri) ≈ σ(< Re, 0) ≡ σ(< Re). (26)

Equation (25) can then be simplified as

ϕb({λk}; < Re) = 1 + σ(< Re)
n
X

i=1

n
X

j=1

Ξ̂ij τ̂j . (27)

This implies in particular that cumulant generating function
for the density at some given distance re from the n cells
obeys (via equation (23))

ϕb({λk}; re) = 1 + ξ(re)
n
X

i=1

n
X

j=1

Ξ̂ij τ̂j , (28)

where ξ(re) is the DM correlation function at distance re:

ξ(re) ≡
1
r2

e

d
dre

„

r3
e

3
σ(< re)

«

.

Let us then define the bias function

bϕ({λk}) ≡
n
X

i=1

n
X

j=1

Ξ̂ij τ̂j , (29)

so that

ϕb({λk}; re) = 1 + ξ(re)bϕ({λk}) . (30)

Within this approximation we see, recalling equa-
tion (18), that all cumulants of the form ⟨ρp1

1 . . . ρpn
n ρ′

1⟩c
(where the ρ and ρ′ are located on cells centered at distance
re ≫ Ri from one another) are proportional to ξ(re).

3.4 The n+p formalism

Within the same approximation, for re much larger than Ri

[♠ ceci est une conjecture a betonner ] we can also
write

⟨ρp1
1 . . . ρpn

n ρ′q1
1 . . . ρ′qm

m ⟩c =

1
ξ(re)

⟨ρp1
1 . . . ρpn

n ρ′
1⟩c⟨ρ1ρ

′q1
1 . . . ρ′qm

m ⟩c , (31)

where the ρi correspond to a set of radii Ri of cells centered
at, say, the origin and the ρ′ correspond to a set of radii R′

i

of cells centered on a point at distance r0 from the origin. At
the level of the generating functions equation (31) implies
that

ϕ({λk}, {µk}; re) =

ϕ({λk}) ϕ({µk}) + bϕ({λk}) ξ(re) bϕ({µk}) , (32)

where ϕ({λk}, {µk}; re) is the generating functions of the
joint cumulants, ⟨ρp1

1 . . . ρpn
n ρ′q1

1 . . . ρ′qm

m ⟩c.

3.4.1 Consequences for the joint PDFs

The structure of equation (32) in the cumulants generat-
ing functions has direct consequences at the level of the
corresponding joint PDFs. Let us consider a double set
of concentric shells separated by a distance re, and define

the corresponding densities {ρ̂k} and {ρ̂′
k}. The joint PDFs

P({ρ̂k}, {ρ̂′
k}; re) takes, at leading order, the following form

P({ρ̂k}, {ρ̂′
k}; re) =

P({ρ̂k})P({ρ̂′
k})
ˆ

1 + ξ(re)b({ρ̂k})b({ρ̂′
k})
˜

, (33)

given

P({ρ̂k}) =

Z

dλ1

2πi
. . .

dλn

2πi
exp (λiρ̂i − ϕ({λk})) , (34)

and

b({ρ̂k})P({ρ̂k}) =
Z

dλ1

2πi
. . .

dλn

2πi
bϕ({λk}) exp (λiρ̂i − ϕ({λk})) , (35)

where we have introduced the corresponding effective bias
function, b({ρ̂k}). Equation (33) is one of the main results
of this paper. It defines the bias functions we introduced in
equation (3), which generalizes equation (32).

4 VALIDATION

In the following we present the explicit computation of this
bias function for the density and for the density slope ŝ.

The dark matter simulation (carried out with Gadget2

(?)) is characterized by the following ΛCDM cosmology:
Ωm = 0.265, ΩΛ = 0.735, n = 0.958, H0 = 70
km·s−1·Mpc−1 and σ8 = 0.8, Ωb = 0.045 within one stan-
dard deviation of WMAP7 results (?). The box size is 500
Mpc/h sampled with 10243 particles, the softening length 24
kpc/h. Initial conditions are generated using mpgrafic (?).
An Octree is built to count efficiently all particles within
a given sequence of concentric spheres of radii between
R = 4, 5 · · · up to 18Mpc/h. The center of these spheres
is sampled regularly on a grid of 10 Mpc/h aside, leading to
117649 estimates of the density per snapshot. Note that the
cells overlap for radii larger than 10 Mpc/h.

4.1 Density bias function

The density bias function b(ρ̂) for different values of the
squared variance is shown on Figure 2. As expected, the
larger the density, the stronger the bias. The bias ampli-
tude is reduced for larger variances. [♠ pas complement
evident pourquoi?]

Measurements in simulations are shown in Figure 3. [♥
This is ongoing work. I need to compute the pre-
diction for comparison and explain what is exactly
plotted]

4.2 Slope bias function

The slope bias function b(s) for different values of the
squared variance are shown on Figure 4. The bias is
strongest for negative slopes (near peaks). The asymmetry
is weakened with variance. [♠ encore pas tres clair...]

Comparison with simulation is displayed in Figure 5.

© 0000 RAS, MNRAS 000, 000–000

Towards a complete theory of count-in-cell statistics…



A regime of large-deviation functions can be identified in LSS 
cosmology. 

- Observables can be related to joint PDFs of the density in concentric 
cells but also to the cumulant generating function.  

- Natural application of these approaches is the density and profile 
PDFs 

Perspectives: 

- These calculations can be applied to 3D and projected mass maps, 
and to join density of multiple tracers; 

- biasing of over-dense/under-dense regions can also be computed = 
statistical properties of clipped regions; 
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Kernels in Perturbation Theory calculations
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The spherical collapse: the solution for 
specific initial conditions

in 3D where J
3/2

is the Bessel function of the first kind of index 3/2. The calculation14 of (160)
makes indeed intervene only the second moment and its variation with the smoothing scale so
that Bernardeau (1994a),

h�3

R

i
c

h�2

R

i2 = 3⌫
2

+
d log �2

R

d log R
(162)

where ⌫
2

is directly related to F
2

as its angular average,

⌫
2

=

Z
1

�1

dµ F
2

(k
1

,k
2

) (163)

(µ is the cos of the angle between k
1

and k
2

). For an Einstein-de Sitter universe we have
3⌫

2

= 34/7. Such relation between the spherical collapse dynamics and tree-order cumulant can
actually be generalized to all orders. This is this connexion that we will try to unveil in the
rest of this section. First we need to explore a bit more the specificities of the spherical collapse
solutions.

11.2 The spherical collapse

0.0 0.5 1.0 1.5 2.0
0.0

0.5
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r

Ρ N
L
!"r"#

1

Figure 20: Example of evolution of a density profile with the spherical collapse. In blue we
give the linearly evolved profile (linear growing mode)), in red its nonlinear evolution. Given a
density contrast within a radius in the growing mode linear regime ⌧(< r) the subsequent shell
size and density it compasses are entirely determined by the spherical evolution. Example of
such evolutions are given by the blue and red circles.

The spherical collapse does not only give the time within which a spherically symmetric
perturbation collapses, it gives the explicit and exact solution of the nonlinear evolution of the
density field before shell crossing for a wide class of initial fields, those with initial spherical
perturbations. Moreover, the Gauss theorem ensures that the radius evolution of a shell in such
a geometry is entirely determined by the total mass it contains. So let us consider a density
contrast ⌧(< r) within the radius r. Let us call R(⌘) the radius of that same shell during its
nonlinear evolution and ⇢(< R, ⌘) the total density it contains. At an arbitrarily early time
the amount of matter encompassed within such a radius is simply 4⇡/3r3⇢(⌘

0

) and by matter
conservation we have

⇢(< R, ⌘)R3(⌘) = ⇢(⌘0)r3. (164)

14It is based on the exploitation of summation theorem enjoyed by the Bessel functions, relation 8.530 of
Gradshteyn and Ryzhik (1965).
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The exact non-linear 
mapping for spherically 
symmetric initial field
(for growing mode 

setting)

The radius 
evolution

The time evolution of R can be solved in principle. It obeys the equation of motion

d2R

dt2
= �GM(< R)

R2

(165)

which is nothing but the Friedman equation but for slightly di↵erent initial conditions. Matching
the time variables in the two cases leads to an explicit form of the spherical collapse that relates
the time dependent nonlinear density to the initial linear one when the latter is taken in the
linear growing mode (otherwise one would need two initial conditions). For an Einstein de
Sitter background this equation is actually independent on time once the initial density contrast
is expressed in terms of its linear evolution. Its explicit form depends on whether the initial
perturbation, evolved linearly, ⌧ is negative or positive. In the former case, we have,

⇢(⌧) =
9

2

(sinh ✓ � ✓)2

(cosh ✓ � 1)3
, ⌧ = �3

5


3

4
(sinh ✓ � ✓)

�
2/3

(166)

and in the latter case,

⇢(⌧) =
9

2

(✓ � sin ✓)2

(1 � cos ✓)3
, ⌧ =

3

5


3

4
(✓ � sin ✓)

�
2/3

. (167)

Another interesting peculiar case corresponds to the regime where the universe is almost empty
(⌦

m

! 0 with ⌦
⇤

= 0) for which the spherical collapse solution takes a surprisingly simple form,

⇢(⌧) =
1

(1 � 2⌧/3)3/2

. (168)

In the following we denote ⇣(⌧) the functional form that relates the linear density contrast to
the nonlinear density. It formally can expanded in,

⇣(⌧) =
X

p

⌫
p

⌧p

p!
. (169)

The a priori time dependent ⌫
p

parameters encode all the spherical collapse dynamics. And
for the very same reason the kernels F

n

and G
n

are almost independent on the background
evolution, the function ⇢, expressed as a function of the initial linear density contrast, is very
weakly dependent on the cosmological parameters. The form (168) first proposed in Bernardeau
(1992), is actually very accurate in practice15.

What it implies is that for any initial spherical profile, that can always be characterized by
the function ⌧(< r, ⌘

0

), the profile at time ⌘ is given by

⇢(< R, ⌘) = ⇣[e⌘�⌘0 ⌧(< r)], with ⇢(< R, ⌘) R3 = ⇢(⌘
0

) r3. (170)

Such a mapping is illustrated on Fig. 20.
The explicit (or implicit) use of the spherical collapse solution is very common is cosmology

and to a large extent to predict, at least roughly, the number density of formed halos and their
correlation properties. There are many developments about this idea in textbooks (see also the
review paper of Cooray and Sheth 2002) but the purpose of these notes is not to cover this field.

The spherical collapse solution can also be related to the full ensemble of the density cumu-
lants. In the following we will make full use of the fact that this mapping provides an explicit
non linear solution of the density field for spherically symmetric initial conditions.

15Although it predicts a critical value for the density contrast, 1.5, which is slightly below the value for an
Einstein-de Sitter background, 1.69.
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For spherical symmetry perturbations there exists a function ζ that gives 
the density at time η knowing the density ρ0 within the same Lagrangian 
radius at time η0,

⇣⇢(⌘; ⇢0, ⌘0)



The result

have, according to the contraction principle, the following time 
dependence,

The rate functions, Legendre Transform of the cumulant generating 
function,

 ({⇢k, Rk}, ⌘) =  
 
{⇣(⇢k, ⌘, ⌘0), Rk

⇣1/3(⇢k, ⌘, ⌘0)

⇢1/3k

}, ⌘0
!

'({�k, Rk}, ⌘) =
1X

pi=0

h⇧i ⇢̂
pi

Ri
ic
⇧i�

pi
i

⇧ipi!
 ({⇢k, Rk}, ⌘) =

X

i

�i⇢i � '({�k, Rk}, ⌘)

In other words we know how to compute the cumulant 
generating function of densities in concentric cells starting 
with specific initial conditions.



The mathematical part, construction of the 
cumulant generating function

Can we get the whole generating function of 
the cumulants ?

It is given by the following relation (multi-
dimensional Laplace transform of joint-PDFs)

Formal solution

Cosmological density profiles from perturbation theory

calculations

20 avril 2013

1 Introduction

It is time to revisit count in cells statistics...

2 The general theory

Let us define a finite number of concentric cells of radius Ri and their densities, ⇢i. They form a priori
a set of correlated random variables. One can define the generating function of their cumulants as

'({�i}) =
1X

pi=0

h⇧i⇢
pi
i ic

⇧i�
pi
i

⇧ipi
. (1)

Such a function is a function of �i. Note that it is by itself an observable as it can be computed from the
joint PDF,

exp ['({�i})] = hexp(�i⇢i)i (2)

from the moment generating function. One expects however such a function to be defined for limited
range of values of �i as such ensemble average are not defined if |�i| is too large. We will see that this
analytical properties will play a crucial role in the following.

This generating function can be computed at tree order in perturbation theory, that is when each of
the coe�cient h⇧i⇢

pi
i ic is computed at leading order assuming Gaussian initial conditions. As recalled in

the introduction, this can be entirely related to the spherical collapse dynamics.
The formal solution of this question is give by,

exp ['({�i})] =
Z

D [⌧(~x)]P [⌧(~x)] exp(�i⇢i [⌧(~x)]) (3)

Let us denote ⇣(⌧i) the nonlinear transform of the density when ⌧i is the linear density profile. This
transform is a priori time dependent but its dependence on time is very small and in the following we
will neglect this dependence. We can define  (⇢i) as

 ({⇢i}) =
1

2

X

ij

⌅ij ⌧i⌧j (4)

where ⇣(⌧i) = ⇢i and ⌅ij is the inverse matrix of the cross-correlation of the density in cells of radius

Ri⇢
1/3
i ,

�

2(Ri⇢
1/3
i , Rj⇢

1/3
j ) ⌅jk = �ik. (5)

The coe�cient therefore depend on both the radii Ri and the density ⇢i. The cumulant generating function
is then given by the Legendre transform of  ,

'({�i}) =
X

i

�i⇢i � ({⇢i}) (6)

where ⇢i are determined by the stationarity conditions,

�i =
@ ({⇢i})

@⇢i
. (7)

This is this general expression that we will exploit in the following.

1

Principle of the calculations : in the small variance approximation one 
can look for the most probable configuration - for fixed ρi - and 

compute the resulting cumulant generating function using the 
steepest-descent method.

The (conjectured) solution for spherical cells: an initial 
spherical perturbation the profile of which can be 
computed from spherical collapse solution. 

from ideas in FB' 94 see also FB & Valageas '00 and fully developed in Valageas '02

exp ['({�i})] = hexp(
X

i

�i⇢i)i

=

Z 1

0
⇧id ⇢i P ({⇢i}) exp(

X

i

�i⇢i)

⇢i = ⇣SC(⌧i)

finite number of variables

2

and the properties of the cumulant generating functions.
In that paper, the shape of the latter was just assumed
without direct connexion with the dynamical equations.
This connexion was established in [19] where it was shown
that the leading order generating function of the count-
in-cells probability distribution function could be derived
from the dynamical equations. More precise calculations
were developed in a systematic way in [20], that take into
account filtering e↵ects, as pioneered in [21, 22] where
the impact of a Gaussian window function or a top-hat
window function was taken into account. At the same
time, these predictions were confronted to simulations
and shown to be in excellent agreement with the numer-
ical results (see for instance [20, 23]). We will revisit
here the quality of these predictions with the help of
more accurate simulations. In parallel, it was shown that
the same formalism could address more varied situations:
large-scale biasing in [24], projection e↵ects in [25, 26].
A comprehensive presentation of these early works can
be found in [4].

Insights into the theoretical foundations of this ap-
proach were presented in [27] that allows to go beyond
the diagrammatic approach that was initially employed.
The key argument is that for densities in concentric cells,
the leading contributions in the implementation of the
steepest descent method to the integration over field con-
figurations should be configurations that are spherically

symmetric. One can then take advantage of Gauss’ the-
orem to map the final field configuration into the initial
one with a finite number of initial variables, on a cell-
by-cell basis. This is the strategy we adopt below. The
purpose of this work is first to re-derive the fundamen-
tal relation that was obtained by the above mentioned
authors, and to revisit the practical implementation of
these calculations alleviating some of the shortcuts that
were used in the literature.

Specifically, the first objective of this paper is to quan-
tity the sensitivity of the predictions for the one-cell PDF
for the density on the power spectrum shape, its index
and the scale-dependence of the latter (the so-called run-
ning parameter). The second objective is to show that
it is possible to use the two-cells formalism to derive the
statistical properties of the density profile, or the slope,
defined as the infinitesimal di↵erence of the density in two
concentric cells of (possibly infinitesimally) close radii.
In particular we show that for su�ciently steep power
spectra (index less than �1), it is possible to take the
limit of infinitely close top-hat radii and define the den-
sity slope at a given radius. We can then take advantage
of this machinery to derive low order cumulants of this
quantity as well as its complete PDF. Finally this inves-
tigation allows us to make a theoretical connexion with
recent e↵orts (see for instance [28–34]) in exploring the
low-density regions and their properties [49]. It is indeed
possible within this framework to derive the expected
density slope and its fluctuation given the (possibly low)
value of the local density. This opens a way to exploit
the properties of low-density regions: we will suggest that

the expected profile of low density regions is in fact a ro-
bust tool to use when matching theoretical predictions
to catalogues.
The outline of the paper is the following. In Section

II we present the general formalism of how the cumulant
generating functions are related to the spherical collapse
dynamics. In Section III, this relationship is applied
to derive the one-point density PDF; the sensitivity of
the predictions with scale and with the power spectrum
shape is also reviewed there. In section IV, we define the
density profile and the slope, and derive its statistical
properties. A summary and discussion on the scope of
these results is given in last section.

II. THE CUMULANT GENERATING
FUNCTION AT TREE ORDER

Let us first revisit the derivation of the tree-order cu-
mulant generating functions for densities computed in
concentric cells.

A. Definitions and connexions to spherical collapse

We consider a cosmological density field, ⇢(x), which is
statically isotropic and homogeneous. The average value
of ⇢(x) is set to unity. We then consider a random po-
sition x0 and n concentric cells of radius R

i

centered on
x0. The densities, ⇢

i

, obtained as the density within the
radius R

i

,

⇢
i

=
1

4⇡R3
i

/3

Z

|x�x0|<Ri

d3x ⇢(x), (1)

form a set of correlated random variables. For a non-
linearly evolved cosmic density field, they obey non-
Gaussian statistical properties. It is therefore natural
to define the generating function of their joint moments
as,

M({�
k

}) =
1
X

pi=0

h⇧
i

⇢pi
i

i⇧i

�pi
i

⇧
i

p
i

!
, (2)

which can be simply expressed as

M({�
k

}) = hexp(
X

i

�
i

⇢
i

)i. (3)

The generating function, M({�
k

}), is a function of the
n variables �

k

. A very general theorem (see for instance
[35, 36]) states that this generating function is closely
related to the joint cumulant generating function,

'({�
k

}) =
1
X

pi=0

h⇧
i

⇢pi
i

i
c

⇧
i

�pi
i

⇧
i

p
i

!
, (4)

via the relation

M({�
k

}) = exp ['({�
k

})] . (5)



The 1-cell rate function and cumulant generating function

In[379]:= Solve@3 H1 + nuL ê nu ã 34 ê 7, nuD

Out[379]= ::nu Ø
21

13
>>

In[380]:= 21 ê 13.

Out[380]= 1.61538

In[381]:= Clear@tf, psiE, lamE, DepsiE, phiED
tf@nu_, zz_D = tau ê. Solve@zz == 1 ê H1 + tau ê HnuLL^HnuL, tauD@@1DD
psiE@nu_, ns_, rs_, xia_, rho1_D = 1 ê 2 µ 1 ê xi@ns, rs, xia, rho1^H1 ê 3LD tf@nu, rho1D^2;
lamE@nu_, ns_, rs_, xia_, rho1_D = D@psiE@nu, ns, rs, xia, rho1D, 8rho1, 1<D êê Simplify;
DepsiE@nu_, ns_, rs_, xia_, rho1_D = D@psiE@nu, ns, rs, xia, rho1D, 8rho1, 2<D;
phiE@nu_, ns_, rs_, xia_, rho1_D =

-lamE@nu, ns, rs, xia, rho1D rho1 + psiE@nu, ns, rs, xia, rho1D;
zetaE@nu_, ns_, rs_, xia_, rho1_, rhoi_D =

-lamE@nu, ns, rs, xia, rho1D rhoi - phiE@nu, ns, rs, xia, rho1D êê Simplify;

Out[382]= -nu zz-1ênu K-1 + zz
1

nuO

In[388]:= H* determination of the critical density value *L
Clear@rhocD
rhoc@nu_, ns_, rs_D :=
rhoc@ns, rsD = rho ê. FindRoot@DepsiE@nu, ns, rs, 1, rhoD ã 0, 8rho, .1<D

rc1 = rhoc@3 ê 2, nsCP@10.D, 0.D
rc2 = rhoc@3 ê 2, nsCP@10.D, rCP@10.DD

Out[390]= 2.3609

Out[391]= 2.53753

In[422]:= psiE@3 ê 2, nsCP@10.D, 0, 1, .3D

Out[422]= 0.963647

In[476]:= Plot@8psiE@3 ê 2, nsCP@10.D, 0, 1, rhD, Hrh - 1L^2 ê 2<,
8rh, 0., 3.<, Frame Ø True, Axes Ø False,
BaseStyle -> 8FontFamily -> "Times", FontSize Ø 14<, FrameLabel Ø 8"r", "y@rD"<,
PlotStyle Ø 88Darker@BlueD, Thick<, 8Darker@RedD, Medium<, 8Darker@BlueD, Dashed<<,
PlotRange -> 80., .5<D

Out[476]=
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2   ProfilStatsNumerics.nb

In[468]:= Plot@8rh^2 ê 2<, 8rh, -.5, .5<, Frame Ø True,
Axes Ø False, BaseStyle -> 8FontFamily -> "Times", FontSize Ø 14<,
PlotStyle Ø 88Darker@RedD, Medium<, 8Darker@BlueD, Dashed<<D;

ParametricPlot@8lamE@3 ê 2, nsCP@10.D, 0, 1, rh + 1D,
-lamE@3 ê 2, nsCP@10.D, 0, 1, rh + 1D - phiE@3 ê 2, nsCP@10.D, 0, 1, rh + 1D<, 8rh, -1., 2.<,

Frame Ø True, Axes Ø False, BaseStyle -> 8FontFamily -> "Times", FontSize Ø 14<,
FrameLabel Ø 8"l", "j@lD-l"<,
PlotStyle Ø 88Darker@BlueD, Thick<, 8Darker@RedD, Thick<, 8Darker@BlueD, Dashed<<,
PlotRange Ø 88-.5, .35<, 80., .1<<, AspectRatio Ø .6D;

Show@
%,
%%D
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In[392]:= H* construction of the critical values
for the determination of the asymptotic forms *L

Do@
DpsiE@nu_, ns_, rs_, xia_, rho1_, orderD =
D@psiE@nu, ns, rs, xia, rho1D, 8rho1, order<D, 8order, 0, 7<D

phic@nu_, ns_, rs_, xia_D := -phiE@nu, ns, rs, xia, rhoc@ns, rsDD
lamc@nu_, ns_, rs_, xia_D := DpsiE@nu, ns, rs, xia, rhoc@ns, rsD, 1D
pc@nu_, ns_, rs_, xia_, order_D := DpsiE@nu, ns, rs, xia, rhoc@ns, rsD, orderD
Table@DpsiE@3 ê 2, nsCP@10.D, 0., sCP@10., 10.D, rc1, orderD, 8order, 0, 7<D
Table@DpsiE@3 ê 2, nsCP@10.D, rCP@10.D, sCP@10., 10.D, rc2, orderD, 8order, 0, 7<D

Out[396]= 90.683432, 0.636626, -4.44089 µ 10-16, -0.137923, 0.327858, -0.796671, 2.17581, -6.7318=

Out[397]= 80.810414, 0.658866, 0., -0.0946205, 0.210838, -0.482612, 1.24286, -3.62518<

ProfilStatsNumerics.nb   3

The 1-cell rate function 
compared to Gaussian 
approximation.

The corresponding 
Legendre transform.

critical point 



Example of contribution to the 3- to n-point 
cumulants at tree order

it has a non trivial dependence 
on the wave vectors through the 
functions F3 and F2

...

h�3i = 6

Z
dk1

(2⇡)3
P (k1)P (k2)

⇥F2(k1,k2)W (k1R)W (k2R)W (|k1 + k2|R)
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c



Predictions for cumulants and PDFs...
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Prediction at tree order is 
very accurate

Let us assume that,
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Application 1: 1-cell PDF and stats
The inverse Laplace transform,

and its running,

↵ =
d log(n(R))

d logR
(12)

at the considered scale. Such a form has been used for Fig. 1.
Fortunately, there exist analytical approximations that can be used and that are eventually much

easier to implement. On is based on the saddle point approximation which can be implemented as long
as '(�) is regular ; the other takes advantage of the singular behavior that '(�) exhibits on the real axis.

The saddle point approximation is obtained by assuming that � is small and taking advantage of a
formal inversion of the �� ⇢. The resulting expression for the density PDF is

P (⇢) =
1p
2⇡

s
@

2 (⇢)

@⇢

2
exp [� (⇢)] . (13)

It is valid as long as the expression that appears in the square root is positive. Otherwise, and that
happens for large values of the density, one should rely on an asymptotic form of the density PDF at
large ⇢. In the literature the asymptotic form has been derived at leading order only. Here we give the
formal expression of the next-to-leading and next-to-next-to-leading orders. These forms are related to
the behavior of the generating function close to its singular value corresponding to a double root of the
stationarity equation. Expanding around this point one gets,
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where ⇡i = @

i /@⇢i. Note that in practice ⇡3 is negative and that only the non regular parts appearing
in the expansion of exp('(�)) will contribute. The integration in the complex plane eventually gives 1,
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in Eq. (14), e.g. a3/2 = 2/3
p

2/⇡3 and =() is the
imaginary part. An alternative form asymptotic form can be built that exhibits less pathologies. It is
such that it has the same asymptotic behavior at a given order in the large ⇢ limit. The following form,
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where the ri parameters are adjusted to fit the results of the previous expansion, proved very robust. At
NLO and NNLO we have,
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These forms are shown on Fig. 1. Note that for the case explicitly shown, which corresponds to
� = .198 and a power law index of n = �1.472, the asymptotic forms (13) and (16) at NNLO are valid
within 2 % everywhere but for 1 < ⇢ < 4.5.

1. the derivation of the following form deserves probably more explanations. We just remind ourselves that the integration

is performed parallel to the real axis for � = �(c)
+ i✏+ �� and � = �(c) � i✏+ �� in Eq. (9).

3

and its running,

↵ =
d log(n(R))

d logR
(12)

at the considered scale. Such a form has been used for Fig. 1.
Fortunately, there exist analytical approximations that can be used and that are eventually much

easier to implement. On is based on the saddle point approximation which can be implemented as long
as '(�) is regular ; the other takes advantage of the singular behavior that '(�) exhibits on the real axis.
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formal expression of the next-to-leading and next-to-next-to-leading orders. These forms are related to
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'(�) = '

(c) +
⇣
�� �

(c)
⌘
⇢

(c) +
2

3

r
2

⇡3

⇣
�� �

(c)
⌘3/2

�
⇡4

�
�� �

(c)
�2

6⇡2
3

+

⇣
1
⇡3

⌘
7/2

�
5⇡2

4 � 3⇡3⇡5

� �
�� �

(c)
�5/2

45
p
2

�
�
40⇡3

4 � 45⇡3⇡5⇡4 + 9⇡2
3⇡6

� �
�� �

(c)
�3

810⇡5
3

+

⇣
1
⇡3

⌘
13/2

�
385⇡4

4 � 630⇡3⇡5⇡
2
4 + 168⇡2

3⇡6⇡4 + 3⇡2
3

�
35⇡2

5 � 8⇡3⇡7

�� �
�� �

(c)
�7/2

7560
p
2

+ . . . (14)

where ⇡i = @

i /@⇢i. Note that in practice ⇡3 is negative and that only the non regular parts appearing
in the expansion of exp('(�)) will contribute. The integration in the complex plane eventually gives 1,

P (⇢) ⇡ exp
⇣
'

(c) � �

(c)
⇢

⌘
0

@ 3=(a 3
2
)

4
p
⇡

�
⇢� ⇢

(c)
�5/2 +

15=(a 5
2
)

8
p
⇡

�
⇢� ⇢

(c)
�7/2 +

105
⇣
=(a 3

2
)a2 + =(a 7

2
)
⌘

16
p
⇡

�
⇢� ⇢

(c)
�9/2 + . . .

1

A

(15)

where aj are the coe�cient in front of
�
�� �

(c)
�j

in Eq. (14), e.g. a3/2 = 2/3
p

2/⇡3 and =() is the
imaginary part. An alternative form asymptotic form can be built that exhibits less pathologies. It is
such that it has the same asymptotic behavior at a given order in the large ⇢ limit. The following form,

P (⇢) =
3a 3

2

4
p
⇡

exp
⇣
'

(c) � �

(c)
⇢

⌘ 1

(⇢+ r1 + r2/⇢+ . . .)5/2
, (16)

where the ri parameters are adjusted to fit the results of the previous expansion, proved very robust. At
NLO and NNLO we have,

r1 = �
=(a 5

2
)

=(a 3
2
)
� ⇢

(c)
, (17)

r2 = �
7
⇣
2a2a23

2
+ 2a 7

2
a

3
2
� a

2
5
2

⌘

4a23
2

. (18)

These forms are shown on Fig. 1. Note that for the case explicitly shown, which corresponds to
� = .198 and a power law index of n = �1.472, the asymptotic forms (13) and (16) at NNLO are valid
within 2 % everywhere but for 1 < ⇢ < 4.5.

1. the derivation of the following form deserves probably more explanations. We just remind ourselves that the integration

is performed parallel to the real axis for � = �(c)
+ i✏+ �� and � = �(c) � i✏+ �� in Eq. (9).

3

requires integration into complex plane.

low density approximation large density approximation
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F. Recovering the PDF via inverse Laplace
transform

In the following we will exploit the expression for the
cumulant generating function to get the one-point and
joint density PDFs. To avoid confusion with the variables
⇢
i

that appear in the expression of  , we will use the
superscript ˆ to denote measurable densities, the PDF of
which we wish to compute.

In general, the joint density PDF, P = P(⇢̂1, . . . , ⇢̂n),
that gives the probability that the densities within a set
of n concentric cells of radii R1, . . . Rn

are ⇢̂1 . . . ⇢̂n within
d⇢̂1 . . . d⇢̂n is given by

P =

Z +i1

�i1

d�1

2⇡i
. . .

d�
n

2⇡i
exp(�

X

i

�
i

⇢̂
i

+ '({�
k

)}).

where the integration in �
i

should be performed in the
complex plane so as to maximize convergence. This equa-
tion defines the inverse Laplace transform of the cumu-
lant generating function [57]. In the one-cell case, we
simply have

P(⇢̂1) =

Z +i1

�i1

d�1

2⇡i
exp(��1⇢̂1 + '(�1)) , (39)

i.e. the PDF is the inverse Laplace transform of the one-
variable moment generating function. This inversion is
known to be tricky, and to our knowledge there are no
known general full proof methods. One practical di�-
culty is that it generically relies on the analytic contin-
uation of the predicted cumulant generating function in
the complex plane. It is therefore crucial to have a good
knowledge of the analytic properties of '(�), which is
typically di�cult since '(�) is defined itself as the Leg-
endre transform of  (⇢). Only a limited set of  (⇢) yield
analytical '(�), which in turn can be inverse-Laplace-
transformed.

III. THE ONE-POINT PDF

Up to this point, the whole construction presented in
the previous section would be a mere mathematical trick
to compute explicit cumulants for top-hat window func-
tions sparing the pain of lengthy integrations on wave
modes. In this paper, we furthermore aim to use the
cumulant generating function computed in the uniform
limit ⌃

ij

! 0 as an approximate form for the exact gen-
erating function when the ⌃

ij

are finite (but small). Note
that this is a non-trivial extension for which we have no
precise mathematical justifications. It assumes that the

global properties of '({�
k

}) – and in particular its ana-
lytical properties (which will be of crucial importance in
the following), should be meaningful for finite values of

�
k

, and not only in the vicinity of {�
k

= 0}. We now
conjecture without further proof that they correctly rep-
resent the cumulant generating function for finite values

of the variance.

1.0 10.05.02.0 20.03.0 30.01.5 15.07.0

!0.5

0.0

0.5

Ρ

Ψ
'!
Ρ
"

FIG. 1: A graphical representation of the 1D stationary con-
dition � =  0[⇢]. There is a maximum value for � that corre-
sponds to a critical value for ⇢, ⇢c, defined in Eq. (40).

A. General formulae and asymptotic forms

The implementation of the quadrature in Eq. (39) has
been attempted in various papers [19, 26, 39], relying on
di↵erent hypotheses for '(�) [58]. We show on Fig. 1
a graphical representation of the stationary equation for
a power law model with index n = �1.5. The implicit
equation,  0[⇢] = �, has always a solution in the vicinity
of ⇢ ⇡ 0. Expanding this equation around this point
naturally gives the low order cumulants at an arbitrary
order.
Fig. 1 shows graphically that there is maximum value

for �, �
c

, that can be reached, so that the Legendre
Transform of  is not defined for � > �

c

. It corresponds
to a value ⇢ = ⇢

c

. At this location we have

0 =  00[⇢
c

] , �
c

=  0[⇢
c

] . (40)

Note that at ⇢ = ⇢
c

,  is regular (in particular, the
corresponding singular behavior in '(�) is not related
any singularity of the spherical collapse dynamics). The
function '(�) can be expanded at this point. In short,
Eq. (24) can be inverted as a series near (⇢

c

,�
c

) (where
Eq. (40) holds), and integrated for '(�) using Eq. (28).
We give here a whole set of sub-leading terms that we
will take advantage of in the following,
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Comparison with simulations: 
the 1-point PDF shape
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and iii) its running parameter

↵(R) =
d log(n(R))

d logR
, (55)

at the chosen filtering scale. In is important to note here
that we do not take the amplitude of �2(R) as predicted
by linear theory. We consider instead its overall am-
plitude as a free parameter and �2(R) is directly mea-
sured from the N-body results. The reason is that using
the predicted value of �2(R) would simply introduce too
large errors and this dependence can always be scaled out
using the relation of Sect. II C [60].

0 1 2 3 4
0.001

0.005

0.010

0.050

0.100

0.500

1.000

Ρ

P
!Ρ
"

!!!
!!!!!!!!

!!!
!
!!!!!!!!!

!
!
!
!!

!

!

!
!
!
!!
!
!
!
!
!

!

!
!!!
!

!

!
!
!!!!!!!!!!!

!
!!!!!!!!!

!
!
!
!!

!

!

!
!
!
!!
!
!
!
!
!

!

!
!!!
!

0 1 2 3 4
0.7

0.8

0.9

1.0

1.1

1.2

1.3

Ρ

P
N

b
o

d
y
!Ρ
"#

P
!Ρ
"

FIG. 3: Comparison with simulations (top) with residuals
(bottom). The solid line is the theoretical prediction com-
puted for a variance of �2

R = 0.47 as measured in the sim-
ulation, a power law index of n = �1.576 and a running
parameter ↵ = 0.439 corresponding to the input linear power
spectrum. The measured PDF in the simulation is shown as
a band corresponding to its 1–� error bar (but di↵erent data
points are correlated). The residuals show the ratio of mea-
sured PDF in bins with the predictions (computed in bins as
well). The thin red symbols show the comparison when the
running parameter is set to zero in the prediction.

In Fig. 3, we explicitly show the comparison between
our predictions following the prescription we just de-
scribed and measured PDFs. The least we can say is
that the predictions show a remarkable agreement with
the measured PDF! Recall that only one parameter, �

R

,
is adjusted to the numerical data. In particular the pre-
dictions reproduce with a extremely good accuracy the
PDF tails in both the low density and high density re-
gions. The plot of the residuals shows the predictions are
at percent level over a large range density values. And
this result is obtained for a variance squared close to 0.5.

More extended comparisons with numerical simula-
tions are shown on Fig. 15 which shows in more detail

0.2 0.5 1.0 2.0 5.0 10.0 20.0
0.7

0.8

0.9

1.

1.1

Ρ1

P
ru

n
!Ρ

1
"#

P
n
o
"

ru
n
!Ρ

1
"

FIG. 4: Ratio of the one-point density PDF when the running
parameter is taken into account over the PDF when it is not.
The running model is the same as in the previous plot. The
dashed lines are the ratio of the corresponding asymptotic
forms in the low and high density regions.

the validity regime of our predictions. Note that up to
� = 0.64 (�2 = 0.41), we see no significant departure
from results of simulation in the whole range of available
densities, that is in particular up to about the 5� rare
event in the high density tail. This is to be contrasted
with the Edgeworth expansion approach which breaks for
|�| � � (see for instance [41]).
We observe that departures from our calculations start

to be significant, comparable to 10% order, when �2(R) is
of the order of 0.7 or more [61]. Those results also shows
that taking into account the scale dependence of the local
index through the introduction of the running parameter
improves upon the predictions in the low density region.
This aspect is examined in more detail in Fig. 4 which
shows the ratio of the predicted PDFs with and without
taking into account the running parameter. We see that
the PDFs are mostly a↵ected on their tails. This is to be
related to the fact that the kurtosis is the lowest order
cumulant to be changed when one introduces a running
parameter [22], as can be verified from the relation (12).
The e↵ect is actually detectable in the low density region
only
and it confirms that the fact that the introduction of

a running parameter can have a noticeable impact when
comparison at percent level are to be done.

IV. THE STATISTICAL PROPERTIES OF THE
DENSITY PROFILE

We now move to the application of the general formal-
ism to the two-cells case. Such situations have already
been encountered in [24] to compute e↵ective bias prop-
erties, and in [26] to compute the aperture mass statis-
tics out of two concentric angular cells of fixed radius
ratio. But all these applications eventually reduce to an
e↵ective one-cell case. We are interested here in genuine
two-cell statistics.
Let us first make a remark that may look trivial. In-

deed from the very definition of cumulant generating
functions, one should have

'2�cell(�1,�2 = 0) = '1�cell(�1) (56)

Effect of scale dependent index


